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Abstract- Cluster analysis groups objects into a set. The groups are formed on the basis of similarities and dissimilarities of objects. Sentence clustering is used in multi-document summarization or text mining. Sentence clustering helps to avoid content overlapping problem. In sentence clustering domains, a sentence is related to more than one theme in document or set of documents. Due to this, the proposed system will be captures fuzzy relationships to increase the scope of problems. In this system, the PageRank and EM algorithm used for sentence level text clustering.
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I. INTRODUCTION
Clustering is the process which groups a set of objects in such a way that objects in the same group are more similar to each other than the objects in the other group. Clustering is the unsupervised pattern into clusters. Clustering can be classified as hard clustering and soft clustering.

II. CLUSTERING ALGORITHMS
Clustering can be divided into various types of clustering

**Partitional** Clustering algorithm is a set of data objects groups such that the data object is in exactly one cluster. Each cluster may be represented by centroid.

**Hierarchical** Clustering is the type of cluster analysis. This method seeks to form a hierarchy of clusters. Hierarchical clustering algorithms were developed for to overcome the disadvantages of partitional clustering algorithms. Hierarchical clustering is divided as:

- **Agglomerative**: The working of this method is based upon the grouping of the data which is depend upon the nearest distance measure of all pairwise distance between the data point. Agglomerative clustering is the bottom up Approach.
- **Divisive**: It is top-down approach. This method starts with one object and then split groups into smaller clusters until every object all in one cluster. At every step divisive method divides the data objects in disjoint cluster and follows the pattern until the data objects fall into separate cluster.

III. PROPOSED WORK

**A. PageRank Algorithm**
PageRank algorithm is a graph centrality based algorithm. A graph-centrality algorithm is used to find the importance of node in a graph. This is determined by the relation between the nodes. PageRank is an algorithm which measures the importance of website pages.

PageRank assigns a numerical weight to each element or sentence of a set of documents which are hyperlinked and measures its relative importance in the sentences. The PageRank score is used to measure the centrality of that cluster.

In this algorithm, the rank value or rank score shows an importance of a sentence in document. The PageRank score assigns a numerical value between 0 and 1, and defined as:

\[ PR(V_i) = (1 - d) + d \times \sum_{j \in \text{Out}(V_i)} \frac{1}{|\text{Out}(V_j)|} PR(V_j) \]

Where, \( \text{In}(V_i) \) is the set of vertices of graph \( V_j \) is the set of vertices pointed by \( V_i \)
\( d \) is the damping factor which set around 0.8 to 0.9

The PageRank algorithm can modified for weighted undirected edges:

\[ PR(V_i) = (1 - d) + d \times \sum_{j=1}^{N} \left( w_{ij} \frac{PR(V_j)}{\sum_{k=1}^{N} w_{jk}} \right) \]

Where, \( w_{ij} \) is the similarity between the \( V_i \) and \( V_j \).

Here, PageRank algorithm assigns the rank value or score to the fetched all url’s from Google search page after the query processing.
Fig.1 URL’s fetched by search page with Rank Value

B. Expectation-Maximization Algorithm
Expectation-Maximization (EM) is a distance based algorithm. EM algorithm is same as k-means algorithm; the difference is the membership degree. EM algorithm computes the probabilities of cluster membership which is based on one or more probability distribution.

This algorithm is used to find the parameters of mixture of Gaussian. Each iteration consists of two steps that are E-step and M-step.

E-Step: - PageRank value is calculated by E-step for every object of each cluster.
M-Step: - This step updates the mixing coefficient based on the membership values which are calculated by E-Step.

The EM algorithm shows clusters patterns which are generated when the urls are extracted from the urls of Google search page for the query.

C. A Fuzzy Relational Clustering Algorithm (FRECCA)
A fuzzy relational clustering approach is used to produce clusters with sentences, where each of them corresponds to some content. The output of clustering indicates the strength of the association among the data elements. This algorithm that is a novel fuzzy relational clustering algorithm (FRECCA) is proposed by Andrew Skabar and Khaled Abdalgar [1].

This algorithm is divided into three steps: Initialization, Expectation and Maximization.

IV. SOFTWARE & HARDWARE REQUIREMENT

Software Requirements:

- Language : ASP.NET/C#
- Databases Used: My SQL

Hardware requirements:

- Processor: Intel Core i3-370M Processor 2.40GHz. (& onwards).
- Memory (RAM) : 1GB RAM(32 bit)
- Hard disk : 40GB
- Internet access

V. CONCLUSION
Hierarchical fuzzy clustering algorithm plays an important role in the sentence level text clustering. This algorithm works on the relational data which is in the form of relational matrix. This proposed algorithm uses the PageRank and EM algorithm for the sentence text clustering.

The PageRank and EM algorithms are used for ranking of the urls fetched by the Google. EM algorithm which works in two steps i.e. E-step and M-step creates the clusters patterns with their probabilities and re-estimates the parameters.
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