Abstract----Frequent subgraph mining (FSM) is an important task for exploratory data analysis on graph data especially when the graph is huge. In the recent years, many algorithms have been proposed to solve this task. These algorithms assume that the mining task’s data structure is small enough to fit in the main memory in the systems. However, as the real-world graph data grows, both in quantity and size, such an assumption could not be met. To overcome this, FSM-H (Frequent Subgraph Mining using Hadoop) has been proposed which uses an iterative mapreduce based framework. This paper provide a general overview of the different papers related to an iterative mapreduce and gives the knowledge on different algorithms proposed for mining frequent subgraph which are basis for future research.
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I. INTRODUCTION

In recent years, the “big data” phenomenon has engulfed a significant number of research and application domains including data mining, computational biology, environmental sciences, web mining, and social network analysis. In these domains, analyzing and mining of massive data for extracting novel insights has become a routine task. However, traditional methods for data analysis and mining are not designed to handle massive amount of data, so in recent years many such methods are re-designed and re-implemented under a computing framework that is aware of the big-data syndrome.

FSM-H distributed frequent subgraph mining method over Mapreduce. FSM-H generates a complete set of frequent subgraphs for a given minimum support threshold. To ensure completeness, it constructs and retains all patterns that have a non-zero support in the map phase of the mining, and then in the reduce phase, it decides whether a pattern is frequent by aggregating its support from different computing nodes. Iterative Mapreduce is used here which can be defined as a multi staged execution of map and reduce function pair in a cyclic fashion, i.e. the output of the stage i reducers is used as an input of the stage i + 1 mappers.

II. LITERATURE SURVEY

Gabriel Ghinita [2] is to mining frequent subgraph from a large collection of graph datasets. Applications are bio-informatics, social networks, and computer vision etc. To incur significant overhead for accessing the data as the number of disk input output is very high. In this paper two step approaches is proposed as filter and refinement uses mapreduce. In filter step the collection of graphs is partitioned among worker nodes and each worker nodes determines a set of locally frequent subgraphs on its local partition. In refinement step the union of all local candidate is processed where each candidate is evaluated across all partitions not only that where it is originated and only globally frequent subgraphs are retained. This approach can improve efficiency, reduces communication cost with low computational overhead. Filter and Refinement mapreduce works well for large datasets.

In [11] is to find the frequent subgraph discovery in large graph datasets. In this paper the proposed approach is density-based partitioning technique using mapreduce is to ensure load balancing and to limit the impact of parallelism and the bias of the tolerance rate. There are two instances such as 1)default partitioning method proposed by mapreduce 2) a density-based graph partitioning technique (DGP). DGP tends to balance graph density distribution in [12] each partition. The main advantage is to balance computational load and decrease the execution time. The load balancing problem is a scalability issue is addressed.

[4] Find all instances of a given sample graph in a larger data graph. The proposed algorithm that uses a single round of mapreduce and are able to detect all instances of a given sample graph. To mainly focuses on minimize the communication cost and computation cost and it can uses one round algorithm for arbitrary subgraphs. Efficient mapping schemes to minimize communication cost with efficient serial algorithms to be used at the reducers. The problem of
Praveena et al., International Journal of Advanced Research in Computer Science and Software Engineering 5(11), November-2015, pp. 215-218

enumerating instances of a sample graph in a huge data graph and the technique derive a parallel algorithm of the same complexity as the serial algorithm.

Author [30] Mapreduce has emerged as a de facto programming paradigm for parallel computation on massive data sets. The main focus of this work is to give mapreduce algorithms for counting triangles which we use to compute clustering co-efficient. Mapreduce and its open source implementation Hadoop, have emerged as the standard platform for large scale distributed computation. In this paper we will give algorithms for computing one of the fundamental metrics for social networks, the clustering co-efficient, in the mapreduce framework. The proposed algorithm is sequential triangle counting algorithm can use any triangle counting algorithm as a black box and distribute the computation across many machines. The advantage is increased time efficiency.

Author in [6] proposed a framework that adopts breadth first search strategy to iteratively extract frequent subgraphs as mapreduce frequent subgraph extraction (MRFSE) like platform such as Hadoop. An iterative mapreduce frequent subgraphs is all frequent size-(i+1) subgraphs are generated based on frequent size- (i) subgraphs of the ith iteration using a single mapreduce job. In this paper mainly focus on parallelizing techniques directly using mapreduce does not yield good performance as it is difficult to balance the work load. The main advantages are efficiently extract frequent subgraphs and also it is scalable and efficient. A graph isomorphism testing is required to remove duplicates and finally each distinct subgraph is verified whether it is frequent by counting the number of occurrences in the graphs of the dataset.

In [5] the problem is designing efficient and scaling approaches for frequent subgraph discovery in large clusters. The proposed approach is a large scale and fault-tolerant of subgraph mining by means of a density based partitioning technique using mapreduce to build balanced partitions of a graph database over a set of machines. The Mapreduce framework was designed so that node failures are automatically handled by the framework. The main advantages are reliable and scalable in order to improve the efficiency of the subgraphs. Using this approach, it can decrease the subgraph mining complexity knowing that the time complexity of the subgraph mining process is proportional to the size of the input data. The impact of chunk size to the accuracy is to increase parallelism and it is to reduce the chunk size.

Wei Wang et al [25] is to apply a novel frequent subgraph mining algorithm to three graph representations of protein three dimensional (3D) structures. The existing system is to identify several hundred common subgraphs equivalent to common packing motifs found in the majority of proteins in the family. We also use the counts of motifs extracted from proteins in two different SCOP families as input variables in a binary classification experiment using Support Vector Machines. Recurring substructures in a group of compounds with similar biological activity can be identify the representing these compounds as undirected graphs find the frequent subgraphs. The recurring substructures can identify the representing these compounds as undirected graphs find the frequent subgraphs. The recurring substructures can indicate chemical features responsible for compounds’ activities. The proposed method is the application of the frequent subgraph mining algorithm to protein structures represented as graphs. The goal of this investigation was to identify frequent subgraphs common to all (or the majority of) proteins belonging to the same structural and functional family.

In [1] Frequent subgraph is used to mining graph data using several frequent subgraph mining methods. Relational databases have their own space as well computing constraints when it comes to storing large databases. In this paper the proposed algorithm is an object oriented frequent subgraph mining (OO-FSG) database db4o to store graph data and it is used to mine the frequent subgraphs. The main issue in OO-FSG is for large data sets that cannot fit in main memory. Using object oriented databases over relational systems had an advantage in performance and scalability. The db4o is used to store large graph data sets thus eliminating the constraint of memory graph datasets also overcomes the space constraints.

Hayes [30] in this paper mainly focus on the challenges for mapreduce on big data and the mapreduce has been as one of the key enabling approaches for meeting continuously increasing demands on computing resources imposed by massive data sets. Mapreduce challenges are grouped into four categories are: 1) data storage (relational databases and No SQL stores), 2) Big data Analytics (machine learning and interactive analytics), 3) online processing, 4) security and privacy. The main advantage reliability is achieved by reassigning any failed node’s job to another node. A well known open source mapreduce implementation is Hadoop which implements mapreduce on top of the Hadoop distributed file system (HDFS)[3].

[3] proposed an Iterative Mapreduce is used here which can be defined as a multi staged execution of map and reduce function pair in a cyclic fashion, i.e. the output of the stage i reducers is used as an input of the stage i + 1 mappers. Graph isomorphism is also considered. In addition, before nodes are assigned with graphs for Map process, the graphs are balanced such that all the nodes get correct number of graphs with nodes count. For example, two small graphs are given to Node A and one big graph is given to Node B. So, the map processes are completed in fewer intervals in all the nodes so that reduce process can be started immediately. The advantages are before sending input graph data to nodes, they are balanced. For example, two nodes are equal number of nodes and edges. Nodes complete the mapper process in less intervals so that Reduce phase can be started with minimum delay. Overall time efficiency is increased. The above papers limitations can overcome by this iterative mapreduce based on frequent subgraph mining.

III. CONCLUSION

Frequent subgraph mining using mapreduce has attracted plenty of attention but much less attention has been given to mining frequent subgraph mining in an iterative mapreduce. This paper surveys different research papers that proposed various algorithms which are basis for future research in the field of graph mining. This paper explains
different application areas where the frequent subgraphs are used. Identifying frequent subgraphs efficiently from large datasets and the interesting subgraphs from the graph data sets are the challenging tasks in the field of frequent subgraph mining.
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