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 Abstract- Most of the current project management software's are utilizing resources on developing areas in 

software projects. This is considerably essential in view of the meaningful impact towards time and cost-

effective development. One of the major areas is the fault proneness prediction, which is used to find out the 

impact areas by using several approaches, techniques and applications. Software fault proneness application 

is an application based on computer aided approach to predict the probability that the software contains 

faults. The majority of software faults are present in small number of modules, therefore accurate prediction 

of fault-prone modules helps to improve software quality by focusing testing efforts on a subset of modules. 

This paper will discuss the detail design of software fault proneness application using the object oriented 

approach. Prediction of fault-prone modules provides one way to support software quality engineering 

through improved scheduling and project control. The primary goal of our research is to develop and refine 

techniques for early prediction of fault-prone modules. 
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I. Introduction 

Fault-prone modules prediction is one of the most 

traditional and important area in Software 

engineering. As the complexity and the constraints 

under which the software is developed are increasing 

it is difficult to produce software without faults. Such 

faulty software classes may increase development 

and maintenance costs due to software failures, and 

decrease customer’s satisfaction [5]. Effective 

prediction of fault prone software classes may enable 

software organizations for planning and performing 

testing by focusing resources on fault-prone parts of 

the design and code. This may result in 

Significant improvement in software quality Method 

to identify any module that is more likely to contain a 

fault, from among all the modules constituting the 

software is called fault prone class prediction. 

Detection of fault-prone modules has been 

widely studied [1,2,3,4].Most of these studies used 

some kind of software metrics, such as program 

complexity, size of modules, or object-oriented 

metrics, and constructed mathematical models to 

calculate fault-proneness. Early detection of fault-

prone software components enables verification 

experts to concentrate their time and resources on the 

problem areas of the software system under 

development. 

 There are available metrics for predicting 

fault prone classes, which may help software 

organizations for planning and performing testing 

activities. This may be possible due to proper 

allocation of resources on fault prone parts of the 

design and code of the software. Hence, importance 

and usefulness of such metrics is understandable and 

important. 

II. Objective 

 

Our objective is to predict the error prone files based 

on metric data, so we need metric data and bug data. 

Source code can be obtained from source forge.net. 

The metric data needs to be computed based on the 

same method, so we used the metric tool family, 

Understand for C and Understand for Java. We 

selected the following eight metrics including C&K 

object oriented metrics. 

 

• WMC (Weighted Methods per Class) 

• DIT (Depth Inheritance Tree) 

• NOC (Number of Children) 

• CBO (Coupling Between Object Classes) 

• RFC (Response for Class) 

• LCOM (Lack of Cohesion Metric) 
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• NPM (Number of Public Methods) 

• LOC (Line of Code) 

 

III. Software Fault Proneness 
 

Software Fault Proneness is a key factor for 

monitoring and controlling the quality of software. 

The effectiveness of analysis and testing can be 

easily judged by comparing the predicted distribution 

of fault (Fault Proneness) and amount of fault found 

with testing (Software faultiness). 

Fault Proneness of a class predicts the 

probability of the presence of faults in that class. 

Software analysis and testing are complex and 

expensive activities. Estimating and preventing the 

faults. 

Early and accurately is better approach for 

reducing the testing efforts. If fault prone modules 

are known in advance, review, analysis and testing 

efforts can be concentrated on those modules. 

 

IV. Software Metrics suite uses for fault prediction 

 

We prepared three kinds of metrics suit: history, 

complexity, and text filtering. We also prepared well-

known classifiers for prediction methods. 

 

A. History metrics 

 

 FIX (Memories of bug fix) : This metric shows 

past existence of a fault in a module in the 

nominal scale. If a module had been reported 

bugs in the past revisions, FIX for the module 

becomes ``yes''; otherwise FIX is “no”. 

 

 LOCadd (Added lines of code from previous 

revision): This metric shows the amount of 

added code from the previous revision. This 

metric is the absolute scale. 

 

 LOCchg (Changed lines of code from previous 

revision): This metric shows the amount of 

changed code from the previous revision. This 

metric is the absolute scale. 

 

B. Complexity metrics 

 

For the object-oriented design, metrics suit is called 

“CK metrics”. CK metrics suit includes the following 

6 metrics: 

 LCOM (Lack of Cohesion on Methods): The 

number of pairs of member functions without 

shared instance variables, minus the number of 

pairs of functions with shared instance variables. 

If this subtraction is negative, the metric is set to 

zero. 

 WMC (Weighted Methods per Class): The 

number of methods defined in each class. 

 DIT (Depth of Inheritance Tree): The number of 

ancestors of a class. 

 NOC (Number of Children): The number of 

direct descendants for each class. 

 CBO (Coupling between Object classes): The 

number of classes to which a given class is 

coupled. 

 RFC (Response for a Class): The number of 

methods that can be executed in response to a 

message being received by an object of that 

class. 

C. Text filtering metrics 

 

Pfpf (A probability to be faulty for a module, which is 

calculated by a generic text filter) [8, 9]: This metric 

is implicitly related to information of frequency of 

words in a module.  The computation of Pfpf is rather 

complex, but the basic idea is simple. Assume that 

you have corpuses of faulty and non-faulty modules. 

Here, a corpus contains tokens of source code 

modules decomposed by the lexical analysis. When 

you get a new module to see whether it has a fault or 

not, we can determine which corpus is appropriate to 

contain the tokens of the new module by the Bayes 

theorem. This mechanism is implemented in a 

generic text filter. Using such a text filter, we have 

developed a tool to calculate Pfpf for a module with 

given corpuses of faulty and non-faulty. For our 

implementation, Pfpf is calculated by a spam filter 

“CRM114”. 

 

V. Conclusion 

 

Much research on detection of fault prone software 

modules has been carried out so far. We have used 

software complexity metrics and object oriented 

metrics to detect fault-prone modules. We tried to 

confirm whether or not the metrics could improve the 

quality of fault-prone module detection. 

The result of experiment shows that use of a certain 

convention of metrics can achieve higher accuracy 

measures. 
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