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Abstract—The imputation of the missing values in real life databases has been realized only through traditional and conventional means. It weakens the whole approach for raw and unstructured data. This paper proposes a Medoid based approach to overcome this problem. The clusters are formed based on the similarities of missing values in the dataset in an iterative manner. The missing values are imputed based on an accurate mathematical model using Partitioning Around Medoids (PAM) algorithm. The datasets are then trained and tested using Auto Associative Neural Network (AANN) classifier that approximates the error function. The dataset used for this paper is Pima Indian Diabetes (PID) dataset retrieved from University of California, Irvine (UCI) machine learning repository. The result shows that our proposed method reduces the error rate in lesser computation time.
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I. INTRODUCTION

Artificial Intelligence (AI) has a profound influence in the field of medical expert systems and pattern recognitions. The clinical analysis to find the root cause and after math of a disease is important in the field of medicine. The maintenance of these medical data sets is a tedious task wherein the details are maintained with utmost precision [1]. AI helps to design an expert system that makes decision and acts like human. Some patients have privacy concerns with their details so this system is helpful in achieving it as the decision is monitored only by the system and so the data is dealt with security. Missing values are mainly due to human error as the observer and the respondent (patient) may do miscommunication while taking the survey. Since hospitals have sample data bases for each disease it is impossible for humans to maintain it all single handedly. The data base software is also prone to error so it is not reliable mainly due to human error as the observer and the respondent (patient) may do miscommunication while taking the survey. Since hospitals have sample data bases for each disease it is impossible for humans to maintain it all single handedly. The data base software is also prone to error so it is not reliable [1]. The solution obtained from such type of data sets is not optimal hence results in premature convergence. This is a condition where the system converges when it encounters missing values thus it is a hindrance for research. The imputation of the missing values is a mandatory step that has to be done before the commencement of the actual work. The K-Medoid based approach combined with PAM (Partitioning Around Medoids) algorithm is used for imputation. Machine Learning (MI) is a branch of AI that uses a supervised learning methodology. The data samples are divided based on 80(Training) -20(Testing) rule. Based on the number of samples that passes the testing phase analysis is made and its effectiveness is improved further.

Data mining is a stream in computer science that helps to mine and extract the knowledge rather than the data set itself. Data mining approach plays a vital role in AI in cleaning the unstructured data. The process involved in the preprocessing steps helps to structure the raw data available. It helps to remove redundancy and reduce dimensionality [2]. It normalizes and makes it simpler for research. The Genetic Algorithm (GA) is a process of selection based on the fitness value calculated for each feature and filters the least significant. This technique is useful to select only the best fit features and avoid the rest to make the work simpler.

The classification approach is aided using Auto Associative Neural Network (AANN). Some tuples may fail in the testing stage due to uncertainties, thus increases the error rate and makes the expert system to collapse.

The specialty of this network is that it reduces the error rate with less number of nodes. The following sections consist of the previous works related to this field, followed by the proposed system and the performance analysis done to compare this approach with the existing system.

II. RELATED WORK

For the imputation of missing data, Pedro J.CarciaLaencina et al (2009) have Proposed a novel KNN imputation procedure using a feature weighted distance metric based on mutual information(MI) [3]. This method provides the missing data estimation aimedat solving the classification task. For acquiring the required knowledge in the form of production rules Mu-Chin Su have proposed a novel class of neural networks to articulate the knowledge it learned from a set of examples in order to provide an appealing solution to the problem of knowledge acquisition. For simplifying the application of Artificial Neural Networks(ANNs) for solving wider range of problems, Arso M. Vukicevic et al, have proposed an expert system that reduces the complexity of ANNs development compared to the previous studies that
required manual selection of the optimal features and/or ANN configuration [4]. Thus the expert system represents a robust and user-friendly framework. In order to find the best medical Expert System (ES) Dinesh Grover et al., have presented a comprehensive study of medical ES for diagnosing various diseases. Thus it gives an précised view diagnostic ES and provides an analysis about already existing studies. For providing a good medical services, Moshood A.Hambali, have proposed Medical Expert System that addresses the various method for diagnosing a disease [5]. The MES comprises of 46 rules for diagnosing and is capable of assisting medical experts in diagnosing diseases and to provide good health services to their patients. Diabetes diagnosis is also dealt using Multi-Layer Neural Network by Hasan Temurtas et al. The accuracy of the system is comparatively low. The key problem in a Neural Network (NN) is determining the number of hidden nodes which affects accuracy [6]. To overcome this problem, the proposed system uses ELM on Single Hidden Layer Feed Forward Network, in which the hidden nodes are randomly selected and the optimal number of hidden nodes is determined by SA.Kayaer and Yidirim (2003) presented a classifier for PID dataset classification, using general regression neural networks, which produced an accuracy of 80.21%. Hasan et al. (2009) have used Levenberg-Marquardt (LM) algorithm for training a multilayer neural network structure to diagnose diabetes [7]. An accuracy of 82.37% is obtained which is low when compared to other existing diabetes diagnosis systems.

III. UCI MACHINE LEARNING REPOSITORY AND DISEASE DATASET

The University of California, Irvine (UCI, UC Irvine, or Irvine), is a public research university located in Irvine, California, United States, and one of the 10 campuses in the University of California (UC) system. The UCI Machine Learning Repository is a collection of databases, domain theories, and data generators that are used by the machine learning community for the empirical analysis of machine learning algorithms [4].

The Pima Indian Dataset (PID) is used from UCI. The PID dataset consists of 768 instances with 268 (34.9%) cases in class ‘1’ and 500 (65.1%) cases in class ‘0’, where ‘1’ means a positive test for diabetes and ‘0’ is a negative test for diabetes. This dataset consist of 8 features namely, number of times pregnant, plasma glucose concentration (PGC), diastolic blood pressure (DBP), triceps skin folds thickness (TSFT), insulin, body mass index (BMI), diabetes pedigree (DP) function and age. All the patients of this dataset are females with at least 21 years of Pima Indian heritage. This dataset has missing values and missing value imputation is not done since it has less impact on classification accuracy.

IV. PROPOSED METHOD

![Fig 1. Block diagram of the proposed approach](image)

The proposed method consists of following phases.
1) K Medoid Approach
2) Imputation through PAM Algorithm
3) Auto Associative Neural Network Classifier

A. K Medoid Approach

A Medoid is the representation of data objects in a data set. The k-Medoid algorithm is based on clustering and partitioning technique. On comparison with K-Means this approach is more robust. It partitions the data objects into K clusters. The algorithm flow works in such a way that it selects the data points in the dataset as Medoids in a random manner and the distance between the similar groups are computed after which the clusters are formed.
B. Imputation through PAM Algorithm

The Partitioning Around Medoids (PAM) algorithm imputes the missing values. The clusters formed in the previous module helps to categorize the values based on the missing terms, after which it is replaced by the value obtained using the formula given below.

\[ \sum_{i=1}^{n} \frac{C_i}{(n-m)} \]

\( n = 9 \) (Total datas in a row)

Missing values (0) = m

C = value of each data in a row

This is a mathematical model based approach where the values replaced are accurate rather than just making random guesses or considering only the nearest value and replacing it.

C. Auto Associative Neural Network Classifier

The neural network consists of an input and an output layer in between which is the hidden layer present. The number of nodes and weights forms the parameters of a neural network. The Auto Associative Neural Network is more efficient in making the hidden layer to reduce the error rate with minimal number of nodes. This hidden layer recognizes only the non-redundant data, thus making the computation time more robust. It captures the non-linear dependencies. It improves the expressiveness of the network and helps to represent more complex models in a simpler way. The effectiveness in approximating the error function depends on the number of nodes in the hidden layer. The neural network requires more number of runs to find the best solution. The hidden layer must be trained in such a way that the target is achieved with lesser number of runs.

V. EXPERIMENTATION AND RESULTS

The proposed model is implemented using MATLAB 8.0.1(R2013a).

INPUT - Pima Indian Diabetes Data sets with missing values

METHOD - K-Medoid

OUTPUT - Cluster formation based on similarities in the values missing in each row

The data sets obtained contained 768 values/instances in total along with missing values. The data sets are imported into the workspace for which medoids are formed at random. Three medoids or cluster groups are formed dividing the data set as columns of say, 1 through 11, 12 through 22 and 23 through 31. Five layers are formed. The first layer is occupied by rows with no missing values, second layer by rows with one missing value and so on till layer 5.

![Fig 2. Formation of Clusters using K Medoids](image_url)
A. Testing-Training

80% of the samples are selected and trained and the rest 20% are tested, it shows a varied results and a few tuples have even failed in the testing phase. The hidden layer is trained with 10 nodes kept fixed and the process is windowed to 21 iterations and at the 15th iteration the error is approximated to 0.15 where the training and testing converges at the best fit and all the tuples have cleared the testing phase.
B. Performance metrics

The comparison is made among the existing approach to our proposed approach, it clearly shows that our approach has approximated the error function to a greater extent. The comparison is given below.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>K Means</th>
<th>K-Medoid-RBFN classifier</th>
<th>K-Medoid-AANN classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERROR VALUE</td>
<td>1.265</td>
<td>1.015</td>
<td>0.15191</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

Occurrence of missing values is very common in many datasets belonging to various domains. The imputation based methods have been used to find appropriate replacements for missing values. Moreover, the project phase is completed successfully by forming Clusters and replacement for missing values using K Medoid approach and error rate is approximated by training the neural network with lesser number of runs.
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