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Abstract— Computer systems have facilitated the translations of languages and achieved results in minimal amount 

of time, though these systems do not produce exact translated verse but enough and relevant information that could be 

used by the information professionals to understand the nature of information contained in the document, tools like 

Bing Translator and Google Translator are examples of such systems. Numerous techniques have been developed to 

automate the translation process and these are termed under Machine Translation, which can be defined as a task of 

automatically converting one natural language into another, preserving the meaning of the input text, and producing 

fluent text in the output language. These automated translation systems use state of art technology with wide-ranging 

dictionaries and a collection of linguistic rules that translate one language into another without relying on human 

translators. The motivation of this research is to create experimental frameworks using different translation tools, 

employing different techniques of machine translations. Idea is to compare translation results of different tools.  
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I. INTRODUCTION 

Information communication and technology (ICT) have facilitated development of efficient procedures of machine 

interpretation. Research endeavours have been on to learn the likelihood of programmed interpretation of one dialect 

(source content) to another dialect (target content). A few free and additionally exclusive instruments are presently 

accessible which bolster interpretation of content in one or more dialects. Over internet, Yahoo and AltaVista offers 

online translation through Babelfish. Librarians use Bing translator of Microsoft and Google Translator from Google. 

Firefox uses Greasemonkey tool to translate the text in other languages. Google chrome browser offers translation if 

URL is in language other than default language (mostly English).  In India, on similar lines, machine translation tools are 

being developed, tweaked to improve quality and efficiency of machine translations. IIT Kanpur developed Anglabharati, 

Anusaaraka is a machine translation tool being developed by the Chinmaya International Foundation (CIF), International 

Institute of Information Technology, Hyderabad (IIIT-H) and University of Hyderabad (Department of Sanskrit Studies). 

Sampark Machine Translation (Sampark MT) System, designed and developed by the Indian Institute of Information 

Technology, Hyderabad (IIIT-H)-ed consortium, offers online translation between different pairs of Indian languages. 

Motive of the research is compare the results of the machine translation tools listed above, employing different major 

machine translation methodologies i.e. Rule-based, Statistical-based and Hybrid based machine translation. 

 

II.  MACHINE TRANSLATION 

Machine translation (MT) is a procedure whereby a computer procedure/program assesses a source content and, on a 

basic level, delivers an objective content, target text without human mediation. In like manner speech, it’s decoding the 

meaning of the source text and re-encoding the meaning in the target language. As a general rule, on the other hand, 

machine translation ordinarily does include human mediation, as pre-altering and post-altering. With legitimate phrasing 

work, with readiness of the source content for machine translation (pre-altering), and with modifying of the machine 

translation by a human interpreter (post-altering), business machine- translation devices can create helpful results, 

particularly if the machine translation framework is coordinated with a translation-memory or globalization-

administration framework [1]. Prime element of machine translation is increment in efficiency by quicker translation of 

source to target content.  
 

III.    RULE BASED MACHINE TRANSLATION 

This machine translation framework is taking into account etymological data about source and target dialects 

fundamentally recovered from (unilingual, bilingual or multilingual) lexicons and sentence structures covering the 

primary semantic, morphological, and syntactic regularities of every dialect individually. Having data sentences (in some 

source dialect), a RBMT framework produces them to yield sentences (in some objective dialect) on the premise of 

morphological, syntactic, and semantic examination of both the source and the objective dialects included in a solid 

translation assignment. The principal RBMT frameworks were created in the mid-1970s. 

http://www.ijarcsse.com/
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Rule-based systems contain a wealth of linguistic knowledge about the language involved and can deal with long 

distance dependencies. They translate more accurately by “trying to represent each and every bit of input. RMT system 

lacks in lexical selection in transfer and robustness in case of analysis failures sentences[2]. It requires more expensive 

resources if the linguistic analysis goes deeper. Lacking monolingual and multi-lingual resources leads to resource 

poverty. 

 

IV.    STATISTICAL MACHINE TRANSLATION  

Statistical machine translation uses factual translation models whose parameters stem from the examination of 

monolingual and bilingual corpora. Building statistical translation models is a fast process, however the innovation 

depends intensely on existing multilingual corpora. At least 2 million words for a particular space and considerably more 

for general dialect are needed. Hypothetically it is conceivable to achieve the quality edge however most organizations 

don't have such a lot of existing multilingual corpora to construct the important translation models. Also, statistical 

machine translation is CPU concentrated and requires a broad equipment arrangement to run translation models for 

normal execution levels. 

SMT systems rely on the presence of parallel corpora and does not involve any linguistic analysis in deeper sense. 

These systems are more robust and always produce output. These systems read more fluent due to Language Models and 

perform better in lexical selection, as they have the ability to grasp implicit knowledge contained in co-occurrence 

statistics[2]. These system face problems to cope with phenomenon which requires linguistic knowledge like morphology, 

syntactic functions and word order. They have problems with long distance reordering and also lose adequacy due to 

missing or spurious translation. The size of monolingual and bilingual corpora for the language pair in question defines 

the degree of resource poverty for such systems. 

 

V.   HYBRID MACHINE TRANSLATION  

During the last few years, researcher working on both Rule-based and Statistical approaches has shown a keen interest 

in the area of hybrid machine translation. These systems try to profit from other respective approaches, combining data-

driven and knowledge-driven elements.  Traditionally MT systems have been built within one of the two major 

architectures: rule-based machine translation (RBMT) and statistical machine translation (SMT). The RBMT systems 

explicitly represent and process linguistic knowledge about languages (grammar, lexicon) and about translation 

equivalents between source and target (translation dictionaries, corresponding grammatical structures)[3]. These systems 

have higher accuracy of linguistic analysis (e.g., they can successfully handle multiword linguistic constructions and re-

arrangements of the word order, long-distance dependencies between words or overall syntactic structure of sentences), 

they have smaller size and use less computational power. However, they have a slower development cycle and need 

manually built dictionaries, grammars and processing algorithms, which seriously limit the number of supported 

languages. SMT systems, on the other hand, are built using large collections of previously translated texts (parallel text 

corpora), which are automatically aligned on the sentence and word levels and which are stored as large databases of 

phrases that are translations of each other; translations for new text is generated by intelligent search algorithms that 

recombine the segments from the database into a faithful and natural translation. SMT systems have faster development 

cycle, are more accurate in resolving ambiguities, but have more problems in handling sentence-level linguistic 

phenomena. In addition, they require more storage space and use more computational power: typically they run as web 

services on powerful servers or computer clusters, which limit their use for off-line mobile applications. More recently 

researchers attempted to combine SMT and SMT approaches (so called Hybrid MT), usually adding some linguistic 

rules, features and sentence structure representations on top of SMT systems. 

 

VI.     MACHINE TRANSLATION TOOLS 

For the experimental framework creation, we are using web-based translation tools[4]. AnglaMT, Google Translate, 

Microsoft Translator and ANUVADAKSH. Features and translation methodologies employed by these tools are 

tabulated below:- 

 

Table I Translation tools 

Translation Tool 
Translation 

Approach 
Web URL 

AnglaMT Rule-based MT 

http://tdil-

dc.in/components/com_mtsystem/CommonUI

/homeMT.php 

Google Translate Statistical based MT https://translate.google.co.in/ 

Microsoft Translator Statistical based MT https://www.bing.com/translator 

ANUVADAKSH/ EILMT Hybrid MT http://eilmt.rb-aai.in/ 

 

AnglaMT is a machine-aided translation methodology specifically designed for translating English to Indian 

languages.AnglaMT is a pattern directed rule based system with context free grammar like structure for English (source 

language). 

Google Translate is a free multilingual statistical machine translation service provided by Google to translate text, 

speech, images, or real-time video from one language into another.  

http://tdil-dc.in/components/com_mtsystem/CommonUI/homeMT.php
http://tdil-dc.in/components/com_mtsystem/CommonUI/homeMT.php
http://tdil-dc.in/components/com_mtsystem/CommonUI/homeMT.php
https://translate.google.co.in/
https://www.bing.com/translator
http://eilmt.rb-aai.in/
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Microsoft Translator is another multilingual statistical machine translation cloud service provided by Microsoft. 

Computational Linguistics at Special Center for Sanskrit Studies, JNU, has been helping Microsoft since 2006. Research 

students, staff and the other language centers have formulated an Urdu enthusiasts group at JNU which focuses on 

corpora collection for training MT system and building basic tools for Urdu. With Microsoft Research, the group 

organized a workshop to sensitize the community in creating resources for the language. The group has been helping 

Microsoft Translator to develop the English-Urdu Translation system.  

ANUVADAKSH, is an Expert English to Indian Languages Machine Translation System [EILMT]’ is a state-of-the-

art solution that allows translating the text from English to Eight Indian languages namely Hindi, Bengali, Marathi, Urdu, 

Tamil, Oriya, Gujarati and Bodo. Domains covered for translation through the system are Tourism, Health care and 

Agriculture. The names ANUVADAKSH and EILMT are used interchangeably. 

 

VII.    EXPERIMENTAL FRAMEWORK  

This section characterizes a test structure in which the results of Rule-based, Statistical and Hybrid machine translation 

can be evaluated. The thought is to report the principle contrasts in execution terms between the best in class rule-based, 

statistical systems and hybrid systems. We have selected target language to be Urdu, is an Indo-Aryan language with 

about 104 million speakers, including those who speak it as a second language. It is closely related to and mutually 

intelligible with Hindi, though a lot of Urdu vocabulary comes from Persian and Arabic, while Hindi contains more 

vocabulary from Sanskrit. Linguists consider Standard Urdu and Standard Hindi to be different formal registers both 

derived from the Khari Boli dialect, which is also known as Hindustani. At an informal spoken level there are few 

significant differences between Urdu and Hindi and they could be considered varieties a single language.[5] 

In the accompanying segments, the outcomes are accounted for through human assessment. For sake of consistency, 

test set is defined in order to perform the evaluation which comprises of a compilation of excerpts from works of Leo 

Tolstoy in the English source test corpus consists of  sentences extracted from story 

 

 "Three Questions "- 

“It once occurred to a certain king, that if he always knew the right time to begin everything; if he knew who were the 

right people to listen to, and whom to avoid; and, above all, if he always knew what was the most important thing to do, 

he would never fail in anything he might undertake.” 

 

 Table II Corpus statistics for English-Urdu test set 

 

Source Text in English 

Sentences 1 

Words 57 

Paragraphs 1 

Characters 291 

 

A. Translation of Source Text in English to Target Text Urdu by Rule-based AnglaMT 

 
Fig. 1  A screenshot of the translation process using AnglaMT 
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B. Translation of Source Text in English to Target Text Urdu by Statistical based Google Translate 

 
Fig. 2 Translation process using Google Translate 

 

C. Translation of Source Text in English to Target Text Urdu by Statistical based Microsoft Translation/Bing 

Translator 

 
Fig. 3 Translation by Microsoft Translator 

 

D. Translation of Source Text in English to Target Text Urdu by Hybrid based Anuvadaksh 

 
Fig. 4 Hybrid machine translation process using Anuvadaksh tool 
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The examination between diverse translation system outputs was performed by 6 different human evaluators. Every 

one of the evaluators were bilingual in English and Urdu, associated with Departments of Urdu and English, Kashmir 

University. No reference of interpretation was indicated to them, with a specific end goal to maintain a strategic distance 

from any inclination in their assessment. Translation using AnglaMT was labelled as Technique-1, Google was labelled 

as Technique-2, Microsoft Translator was labelled as Technique 3 and Anuvadaksh Translation was labelled as 

Technique 4, as shown in Figure 5. 

 
Fig.5 Experimental framework for human evaluation of machine translation techniques 

 

Every evaluator was asked to compare four systems: AnglaMT , Google, Microsoft Translator and Anuvadaksh . 

Figure 1 demonstrates a case of the screenshot that is indicated to the annotator. Every evaluator looked at 6 extracted 

translation pairs, and surveyed for every situation whether one framework delivered a superior translation, or whether 

two or more were proportional. Every judge assessed an alternate arrangement of (conceivable covering) sentences. 

Keeping in mind the end goal to maintain a strategic distance from any predisposition in the assessment, the particular 

position in the showcase of the sentences comparing to every framework was likewise arbitrary. We collected a total of 

36 judgments in the comparison of the 4 systems. 

 

Table 3. Human judgments regarding comparison of four systems. Each column indicates the number of times (in 

percentage) in which one system was chosen as better than the other 

English to Urdu Translation 

AnglaMT Google Microsoft Translator Anuvadaksh 

 12 22 18 48 
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Total of 36 judgments were gathered in the correlation of the 4 systems, results show that Anuvadaksh employing 

Hybrid approach did fairly well against AnglaMT with RMT and Google with SMT. With regard to syntax and semantics 

also, Anuvadaksh aptly recreated Urdu sentences keeping intact context, grammar and meaning of source English text. 

Further, we attempted to translate the source text to Hindi using above translation tools. Pertinently, Hindi is closely 

related to and mutually intelligible with Urdu. 

 

Table 4. Human judgments regarding comparison of four systems. Each column indicates the number of times (in 

percentage) in which one system was chosen as better than the other for translating English to Hindi 

English to 

Urdu 

Translati

on 

AnglaMT G

o

o

g

l

e 

Microsoft Translator Anuvadaksh 

2

7 

2

0 

18 3

5

1 
 

In case of English to Hindi translation, results establish that the AnglaMT, rule-based tool did fairly well to translate 

English to Hindi as against English to Urdu machine translation. 

 

VIII.    CONCLUSIONS 

From the foregoing account, it’s evident that Hybrid machine translation systems yield betterresults, addressing both 

quality and time-to-market limitations, hybrid solutions intend to combine the advantages of the individual approaches to 

achieve an overall better translation. To this end, in preceding section, we attempted to check the efficacy of the 

translating tool by translating English to sister-language of Urdu, i.e. Hindi. It revealed that the AnglaMT, rule-based 

system managed to perform better than earlier translation experiment, it may be owed to reasons that AnglaMT project 

started initially as AnglaHindi, as such adapts and yields better results in case of Hindi. Other reason may be the issue of 

MT resource poverty in source-poor/target-rich language or target-rich language/ source-poor, Urdu seems to fall in the 

latter category. Hybrid machine translation approach seems to addresses the issue of MT resource poverty in source-

poor/target-rich or target-rich language/ source-poor language pairs by exploiting available symbolic and statistical 

target-language (TL) resources. 

 In case of Anuvadaksh, is integration of four Machine Translation Technologies: Tree-Adjoining-Grammar (TAG) 

based MT, Statistical based MT (SMT), Analyze & Generate rules (AnalGen) based MT and Example Based MT 

(EBMT). Another similar hybrid machine translation project is Sampark: Indian Language MT System. Sampark is a 

multipart machine translation system developed with the combined efforts of 11 institutions in India under the umbrella 

of consortium project “ Indian language to India Language Machine translation” (ILMT) funded by TDIL program of 

Department of Electronics and Information Technology (DeitY), Govt. of India. It has given new dimensions to the 

Indian language machine translation research.  

While hybrid solutions may successfully combine the benefits of both approaches they also combine the limitations of 

each approach. They maintain the high costs of Rule-Based MT while introducing additional complexities of managing 

side-by-side systems making their true commercial value questionable. 
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