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Abstract--- Affinity analysis and association rule mining encompasses a broad set of analytics techniques aimed at 

revealing the associations and correlation between specific objects. These might be visitors to a website such as 

customers or audience, products in a store, or content items on a media site. The purpose of this analysis is to 

generate a set of rules that relate two or more products together. Each of these rules should have a lift greater than 

one. We are interested in the support and confidence of those rules such as higher confidence rules are ones where 

there is a higher probability of items on the RHS being part of the transaction given the presence of items on the LHS. 

We would expect recommendations based on these rules to drive a higher response rate. R is a great statistical and 

graphical analysis tool, well suited to more advanced analysis. We used R to perform the market basket analysis. In R, 

by using Arules packages, which implements the Apriori algorithm, one of the most commonly used algorithms for 

identifying associations and correlations between items.   
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I . INTRODUCTION  

Association Rule Mining is a powerful tool in Data Mining. In large databases, it is used to identifying 

correlation or pattern between objects. Market basket analysis is one of the ways to derive associations by examining the 

buying habits of the customers in their baskets. Market Basket Analysis is a mathematical modeling technique based 

upon the theory that if you buy a certain group of items, you are likely to buy another group of items. It is used to analyze 

the customer purchasing behavior and helps in increasing the sales and maintain inventory by focusing on the point of 

sale transaction data. 

Affinity analysis and association rule learning encompasses a broad set of analytics techniques aimed at 

uncovering the associations and connections between specific objects. These might be visitors to a website such as 

customers or audience, products in a store, or content items on a media site. Of this market basket analysis is perhaps the 

most famous example. Market Basket Analysis(MBA) uncovers associations between products by looking for 

combinations of products that frequently co-occur in transactions. For example, may be people who buy flour and casting 

sugar, also tend to buy eggs because a high proportion of them are planning on baking a cake. 

            

 

  

 

 

 

 

 

 

 

A retailer can use this information to inform: 

¶ Store layout, which put products that co-occur together close to one another, to improve the customer shopping 

experience. 

¶ Marketing such as target customers who buy flour with offers on eggs, to encourage them to spend more on 

their shopping basket. 

 

Online retailers and publishers can use this type of analysis to: 

¶ Inform the placement of content items on their media sites, or products in their catalogue. 

¶ Drive recommendation engines like Amazonôs customers who bought this product also bought these productsé. 

¶ Deliver targeted marketing e.g. emailing customers who bought products specific products with other products 

and offers on those products that are likely to be interesting to them. 

Finding Association Rules 

Finding all  Frequent Itemsets Using minimum 

support. 

Finding Association Rules from frequent itemset 

using minimum confidence values. 
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A. Market basket analysis 

Market basket analysis explains the combinations of products that frequently co-occur in transactions. For 

example, people who buy bread and eggs, also tend to buy butter as many of them are planning to make an omelette. 

Marketing team should target customers who buy bread and eggs with offers on butter, to encourage them to spend more 

on their shopping basket. It is also known as ñAffinity Analysisò or ñAssociation Rule Miningò. 

 

B. Basics of Market Basket Analysis 

For example, In a retail shop 400 customers had visited in last month to buy products. It was observed that out 

of 400 customers, 200 of them bought Product A, 160 of them bought Product B and 100 of them buy both Product A 

and Product B; we can say 50%(200 out of 400) of the customer buy Product A, 40%(160 out of 400) customers buy 

Product B and 25% (100 out of 400) buy Product A and B. some terminologies to be discussed, 

1) Items (Products)     

Items are the objects that we are identifying associations between. For an online retailer, each item is a product 

in the shop. A group of items is an item sets( set of products.) 

2) Support  

The support of a product or set of products is the fraction of transactions in our data set that contain that product 

or set of products.  

In our example, 

1. Support(Product A)=50% 

2. Support(Product B)=40% 

3. Support(Product A and B)=25% 

 

3) Confidence 

Confidence is a conditional probability that customer buy product A will also buy product B.  Out of 200 

customers who bought Product A, 100 bought Product B too. 

Confidence (Product A, Product B) = 100/200=50% 

It implies if someone buys product A, they are 50% likely to buy Product B too. 

Confidence (A==>B)=Support( A and B)/Support (A) 

4) Lift:  

If someone buys product A, what % of chance of buying product B would increase. A lift greater than 1 

indicates that the presence of A has increased the probability that the product B will occur on this transaction. A lift 

smaller than 1 indicates that the presence of A has decreased the probability that the product B will occur on this 

transaction. 

Li ft (A==>B)= Confidence(A==>B)/Support(B) 

% increase of chance of buying other product(s)=(Lift-1)*100 

A lift value of 1.25 implies that chance of buying product B(on the right hand side) would increase by 25%. 

5) Desired outcome: 

In market basket analysis, we pick rules with a lift of more than one because the presence of one product 

increases the probability of the other product(s) on the same transaction. Rules with higher confidence are ones where the 

probability of an item appearing on the RHS is high given the presence of the items on the LHS.  

The formulas to calculate them are: 

       Support(A=>B)=P(AUB)-------------------------(1)    

Confidence(A=>B) = P(B|A)---------------------------(2) 

                                = P(AUB)/P(A)------------------(3) 

              Lift(A=>B)=Confidence(A=>B)/P(B)-----(4)                             

                               = P(AUB)/P(A)P(B) ------------(5) 

Where P(A) is the percentage( or Probability) of cases containing A. 

In this proposed system, we analyzed the transactional dataset with summarized information on buying status 

according to item details of ID, Products, Quality, Status. To make it suitable for association rule mining, we reconstruct 

the raw data as new.raw, where each row represents a product.  

 

II .  RELATED WORKS  

Apriori algorithm [1], [2] is one of the classical algorithms proposed by R. Srikant and R. Agrawal in 1994 for 

finding frequent patterns for boolean association rules. Apriori employs an iterative approach known as level-wise 

search, where k-itemsets are used to explore (k+1)- itemsets. First, the set of frequent 1-itemsets is found by scanning the 

database to accumulate the count for each item, and collecting those items that satisfy minimum support. The resulting 

set is denoted by L1. Next, L1 is used to find L2, the set of frequent 2-itemsets, which is used to find L3, and so on, until 

no more frequent k-itemsets can be found. The finding of each Lk requires one full scan of the database.  

The algorithm is executed in two steps: 

Prune and Join: First, it retrieves all the frequent itemsets from the database by considering those itemsets whose 

support is not smaller than the minimum support (min_sup). The first step consists of join and pruning actions. While 
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joining, the candidate set Ck is produced by joining Lk-1 with itself and pruning of the candidate sets is done by applying 

the Apriori property i.e. all the non-empty subsets of a frequent itemset must also be frequent. Algorithm: The basic 

algorithm of mining association is given as follows: Let I = {I1, I2é.In} be a set of item and D= {T1, T2 ...Tn} be a set 

of transaction Where ti is a set of transaction ti ɴI, An association rule is transaction of the form XŸY Where X, YṒ I 

and XžY=Ï. The rule XŸY holds in the set D with Support and Confidence. An example of All Electronics 

Transactional Database D [1] is presented below to specify the process of Apriori algorithm. Let min_sup=2 and 

min_conf as 70%.The process of generating frequent itemsets by Apriori algorithm is shown below in Table 1.1 

 

All Electronics Transactional Data base D. 

TID  Item sets 

T001 I1,I2,I5 

T002 I2,I4 

T003 I2,I3 

T004 I1,I2,I4 

T005 I1,I3 

T006 I2,I3 

T007 I1,I3 

T008 I1,I2,I3,I5 

T009 I1,I2,I3 

 

A. The Apriori Algorithm: Pseudocode 

Join Step: C k is generated by joining Lk-1with itself. 

Prune Step: Any (k-1)-itemset that is not frequent cannot be a subset of a frequent k-itemset. 

 

B. Psuedocode 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Frequent pattern mining is an essential data mining task, with a goal of discovering knowledge in the form of 

repeated patterns. Many efficient pattern mining algorithms have been discovered to enhance the performance of Apriori 

Algorithm, the purpose of these algorithms to determining the frequent pattern. The main issue for any algorithm is to 

reduce the execution time. [3]In this paper authors compared the frequent pattern mining algorithm. 

Many surveys have been conducted on previously developed optimization techniques. Logical organization of 

this literature survey proved to be a vital task for filling the gap between researches recently to improve performance of 

the association rule mining. [4] The large quantity of information collected through the set of association rules can be 

used not only for illustrating the relationships in the database, but also used for differentiating between different kinds of 

classes in a database. 

Shanta Rangaswamy and G.Shobha [5] presented a method in which genetic algorithm [6] is applied over the 

rules fetched from Apriori association rule mining. By using Genetic Algorithm the proposed system can predict the rules 

which contain negative attributes in the generated rules along with more than one attribute in consequent part. The goal 

of generated system was to implement association rule mining of data using genetic algorithm to improve the 

performance of accessing information from databases (Log file) maintained at server machine and to improve the 

performance by minimizing the time required for scanning huge databases maintained at server machines. Sanat Jain, 

Swati Kabra[6] presented an Apriori-based algorithm that is able to find all valid positive and negative association rules 

in a support confidence framework. The algorithm can find all valid association rules quickly and overcome some 

limitations of the previous mining methods. Authors have designed pruning strategies for reducing the search space and 

improving the usability of mining rules, and have used the correlation coefficient to judge which form association rule 

should be mined. 

C k: Candidate itemset of size k 

L k : frequent itemset of size k 

L 1 = {frequent items}; 

for ( k = 1; L k != ɲ ; k++) do begin 

Ck+1 = candidates generated from L k; 

for each transaction t in database do 

increment the count of all candidates in Ck+1 that 

are contained in t 

Lk+1 = candidates in Ck+1 with min_support end 

return ᷾  k L k; 
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This paper [7] described the way of Market Basket Analysis implementation to six sigma methodology. In their 

research they used GRI (General Rule Induction) algorithm to produce association rules between products in the market 

basket. These associations show a variety between the products. 

In todayôs business most of the companies have branches in different areas. To maintain economy of sales these 

stores chains are growing in size. For example,WalMart [8] is the largest supermarket chain in the world. The discovery 

of purchasing patterns in these multiple stores changes with time as well as location. In this multiple store chain basic 

association rules are not effective. 

Due to exponential growth [9] of computer hardware and system software technology there is large supply of 

powerful and cost effective computers. This technology provides a huge number of databases and information 

repositories available for transaction management information retrieval and data analysis. Physical analysis of this large 

amount of data is very difficult [10].This has lead to the necessity of data mining tools. Association rule mining and 

classification technique to find the related information in large databases is becoming very important in the current 

scenario. 

 

III .    EXPERIMENTAL RESULT  

Read a transaction data set from a local file into R. Now we have a dataset where each row represents a product, 

and it can be used for association rule mining. 

   
 

To display the structure of the data set. 

  
 

Import arules packages and apriori algorithm. 
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A classic algorithm for association rule mining is APRIORI[Agarwal and Srikant 1994]. It is a level-wise, 

breadth-first algorithm which counts transactions to find frequent itemsets and then derive association rules from them. 

  
 

  
 

 
 

The plot shows that rules with high lift typically have low support. We can use a plot like the one above to 

identify rules with both high support and confidence. The arulesViz package lets us plot the graphs in an interactive 

mode, so that we can click on individual points and explore the associated data. 
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IV .    CONCLUSION 

The association rules plays a major role in many data mining applications, trying to find interesting patterns in data 

bases. Apriori is the simplest algorithm which is used for mining of frequent patterns from the transaction database. 

Frequent pattern mining has been extensively used for market basket analysis of data, to find out the hidden patterns that 

lie in the transactional database. To promote a particular product, if a retailer decides to go for dynamic pricing or for 

dynamic discount, they must do it before the customer actually moves out of the store.  
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