Volume 6, Issue 10, October 2016 ISSN: 2277 128X
International Journal of Advanced Research in

Computer Science and Software Engineering

Reseach Paper
Available online atwww.ijarcsse.com

Affinity Analysis and Association Rule Mining using Apriori
Algorithm in Market Basket Analysis

www.ijarcsse.com

R. Karthiyayini Dr. R. Balasubramanian
Research scholar, Bharathidasamvérsity, Professor and Hea®.G. And Research Department
Assistant Professor, Department of Computer Computer Sciengd.J. College of Arts and Science
Applications,Anna University, Tiruchirappalli, India Pudukkottai India

Abstract-- Affinity analysis and association rule mining encompasses a broad set of analytics techniques aimed at
revealing the associations and correlation between specifiiects. These might be visitors to a website such as
customers or audience, products in a store, or content items on a media site. The purpose of this analysis is to
generate a set of rules that relate two or more products together. Each of these rulekidite a lift greater than

one. We are interested in the support and confidence of those rules such as higher confidence rules are ones where
there is a higher probability of items on the RHS being part of the transaction given the presence of iteme bR$

We would expect recommendations based on these rules to drive a higher response rate. R is a great statistical and
graphical analysis tool, well suited to more advanced analysis. We used R to perform the market basket analysis. In R,
by using Arulespackages, which implements the Apriori algorithm, one of the most commonly used algorithms for
identifying associations and correlations between items.
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I. INTRODUCTION

AssociationRule Mining is a powerful tool in Data Mining. In large databases, it is used to identifying
correlation or pattern between objects. Market basket analysis is one of the ways to derive associations by examining the
buying habits of the customers in thémskets. Market Basket Analysis is a mathematical modeling technique based
upon the theory that if you buy a certain group of items, you are likely to buy another group of items. It is used to analyze
the customer purchasing behavior and helps in incrgdhkin sales and maintain inventory by focusing on the point of
sale transaction data.

Affinity analysis and association rule learning encompasses a broad set of analytics techniques aimed at
uncovering the associations and connections between specifitsobjdnese might be visitors to a website such as
customers or audience, products in a store, or content items on a media site. Of this market basket analysis is perhaps the
most famous example. Market Basket Analysis(MBA) uncovers associations betweductprdy looking for
combinations of products that frequently@ecur in transactions. For example, may be people who buy flour and casting
sugar, also tend to buy eggs because a high proportion of them are planning on baking a cake.

Finding Association Rules

Finding all Frequent Itemsets Using mium
support.

Finding Association Rules from frequent itemse
using minimum confidence values.

A retailer can use this information to inform:

1 Store layout, which put products that@ocur together close to one another, to improve the customer shopping
experience.

1 Marketing such as target customers who buy flour with offers on eggs, to encdwagéotspend more on
their shopping basket.

Online retailers and publishers can use this type of analysis to:

Inform the placement of content items on their media sites, or products in their catalogue.

Drive recommendation engihme $oluiglhe Amdazsomdodawcdt amer
Deliver targeted marketing e.g. emailing customers who bought products specific products with other products
and offers on those products that are likely to be interesting to them.
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A. Market basket analysis
Market basket analysis explains the combinations of products that frequerdlycweo in transactions. For
example, people who buy bread and eggs, also tend to buy butter as many of them are planning to make an omelette.
Marketing team should target custers who buy bread and eggs with offers on butter, to encourage them to spend more
on their shopping basket. I't is also known as AAffinit:

B. Basics of Market Basket Analysis

For example, In a retail shop 400 custortaad visited in last month to buy products. It was observed that out
of 400 customers, 200 of them bought Product A, 160 of them bought Product B and 100 of them buy both Product A
and Product B; we can say 50%(200 out of 400) of the customer buy Prodd@tof160 out of 400) customers buy
Product B and 25% (100 out of 400) buy Product A and B. some terminologies to be discussed,
1) Items (Products)

Items are the objects that we are identifying associations between. For an online retailer, eachgteduist a
in the shop. A group of items is an item sets( set of products.)
2) Support

The support of a product or set of products is the fraction of transactions in our data set that contain that product
or set of products.

In our example,

1. Support(Product A)50%
2. Support(Product B)=40%
3. Support(Product A and B)=25%

3) Confidence

Confidence is a conditional probability that customer buy product A will also buy product B. Out of 200

customers who bought Product A, 100 bought Product B too.

Confidence (Product A, Bduct B) = 100/200=50%

It implies if someone buys product A, they are 50% likely to buy Product B too.
Confidence (A==>B)=Support( A and B)/Support (A)

4) Lift:

If someone buys product A, what % of chance of buying product B would increase. A lift greater tha
indicates that the presence of A has increased the probability that the product B will occur on this transaction. A lift
smaller than 1 indicates that the presence of A has decreased the probability that the product B will occur on this
transaction.

Lift (A==>B)= Confidence(A==>B)/Support(B)

% increase of chance of buying other product(s)=(L)ftL00

A lift value of 1.25 implies that chance of buying product B(on the right hand side) would increase by 25%.
5) Desired outcome:

In market basket analysis, wreck rules with a lift of more than one because the presence of one product
increases the probability of the other product(s) on the same transaction. Rules with higher confidence are ones where the
probability of an item appearing on the RHS is high gitlee presence of the items on the LHS.

The formulas to calculate them are:

Support(A=>B)=P(AUB) (1)
Confidence(A=>B) = P(B|A} @)
= P(AUB)/P(A)----------------- 3)
Lift(A=>B)=Confidence(A=>B)/P(B)----(4)

= P(AUB)/P(A)P(B)------------ (5)

Where P(A) is the percentage( or Probability) of cases containing A.

In this proposed system, we analyzbd transactional dataset with summarized information on buying status
according to item details of ID, Products, Quality, Status. To make it suitable for association rule mining, we reconstruct
the raw data as new.raw, where each row represents a product

II. RELATED WORKS

Apriori algorithm [1], [2] is one of the classical algorithms proposed by R. Srikant and R. Agrawal in 1994 for
finding frequent patterns for boolean association rules. Apriori employs an iterative approach known-asdevel
search, whre kitemsets are used to explore (k+it@¢msets. First, the set of frequenitdmsets is found by scanning the
database to accumulate the count for each item, and collecting those items that satisfy minimum support. The resulting
set is denoted by LNext, L1 is used to find L2, the set of frequertensets, which is used to find L3, and so on, until
no more frequent-kemsets can be found. The finding of each Lk requires one full scan of the database.

The algorithm is executed in two steps:

Pruneand Join: First, it retrieves all the frequent itemsets from the database by considering those itemsets whose
support is not smaller than the minimum support (min_sup). The first step consists of join and pruning actions. While
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joining, the candidate setkGs produced by joining LK with itself and pruning of the candidate sets is done by applying
the Apriori property i.e. all the neempty subsets of a frequent itemset must also be frequent. Algorithm: The basic
algorithm of mining associationisgivesa f ol | ows : Let | = {11, l2e.1n} be a
of transaction Where ti is a set of transactioniti, An association rule is tOansact
and XzYhé rule XYY holds i nand Qosefidesce tAn exammd of Al Eeationicse r t
Transactional Database D [1] is presented below to specify the process of Apriori algorithm. Let min_sup=2 and
min_conf as 70%.The process of generating frequent itemsets by Apriori algorithm is shown Bedine ib. 1

All Electronics Transactional Data base D.

TID ltem sets
TOO1 11,12,15
TO02 12,14
TO03 12,13
TO04 11,12,14
TOO05 11,13
TO06 12,13
TOO7 11,13
TO08 11,12,13,15
TO09 11,12,13

A. The Apriori Algorithm: Pseudocode
Join Step: G is generatedybjoining L.with itself.
Prune Step: Any @)-itemset that is not frequent cannot be a subset of a freqtiemhget.

B. Psuedocode

C . Candidate itemset of size k

L « : frequent itemset of size k

L ; = {frequent items};

for (k=1; Lk !=n; k++) do begin

Cy+1 = candidates generated from;L

for each transaction t in database do
increment the count of all candidates inQhat
are contained in t

Ly+1 = candidates in G; with min_support enc
return’ L

Frequent pattern mining is an essential data mining task, with a goal of discovering knowledge in tife form
repeated patterns. Many efficient pattern mining algorithms have been discovered to enhance the performance of Apriori
Algorithm, the purpose of these algorithms to determining the frequent pattern. The main issue for any algorithm is to
reduce the exettion time. [3]In this paper authors compared the frequent pattern mining algorithm.

Many surveys have been conducted on previously developed optimization techniques. Logical organization of
this literature survey proved to be a vital task for filling ¢fag between researches recently to improve performance of
the association rule mining. [4] The large quantity of information collected through the set of association rules can be
used not only for illustrating the relationships in the database, but &ddarsdifferentiating between different kinds of
classes in a database.

Shanta Rangaswamy and G.Shobha [5] presented a method in which genetic algorithm [6] is applied over the
rules fetched from Apriori association rule mining. By using Genetic Algoritteproposed system can predict the rules
which contain negative attributes in the generated rules along with more than one attribute in consequent part. The goal
of generated system was to implement association rule mining of data using genetic algoritihprove the
performance of accessing information from databases (Log file) maintained at server machine and to improve the
performance by minimizing the time required for scanning huge databases maintained at server machines. Sanat Jain,
Swati Kabra[6]presented an Apricthased algorithm that is able to find all valid positive and negative association rules
in a support confidence framework. The algorithm can find all valid association rules quickly and overcome some
limitations of the previous miningnethods. Authors have designed pruning strategies for reducing the search space and
improving the usability of mining rules, and have used the correlation coefficient to judge which form association rule
should be mined.
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This paper [7] described the way Mbrket Basket Analysis implementation to six sigma methodology. In their
research they used GRI (General Rule Induction) algorithm to produce association rules between products in the market
basket. These associations show a variety between the products.

I n todayds business most of the companies have brar
stores chains are growing in size. For example,WalMart [8] is the largest supermarket chain in the world. The discovery
of purchasing patterns imese multiple stores changes with time as well as location. In this multiple store chain basic
association rules are not effective.

Due to exponential growth [9] of computer hardware and system software technology there is large supply of
powerful and cet effective computers. This technology provides a huge number of databases and information
repositories available for transaction management information retrieval and data analysis. Physical analysis of this large
amount of data is very difficult [10]. Thihas lead to the necessity of data mining tools. Association rule mining and
classification technique to find the related information in large databases is becoming very important in the current
scenario.

Il . EXPERIMENTAL RESULT
Read a transaction data $®m a local file into RNow we have a dataset where each row represents a product,

and it can be used for association rule mining.
weawen . ===

file Eit View Wisc Pacages Windows Help Fle Eot view Misc Packages Windows Help

I=Ta] 5] 6 @)

8 2 Product 1
9 2 Product I bad dislike

[Previously saved workspace restored)

10 2 Product K good  like
11 3 eroduct A good  like
12 3Product I good  lik

> new=read.csv("C:\\Users\\RARINI\\Desktop\\data\\MBA nevcsv.csv",header=TRUE)
> new

1D Products guality status
1 1 Preduct jood like

=

2 1 Produc bad dislike
31 produc good ke 15 3 eroduct N bad dislike
4 1 product good  like 16 4 product D good  like
5 2 Produc bad dislike 17 4 Produet B bad dislike
6 2 Produc good  like 18 4 Product T good  like
T 2 Eroduc good ke 19 4 Promuct & good ke
8 2 product good  like 20 4Poduct B good  like

21 5 Profuct D good  like
22 5 product B bad dislike
23 5 Profuct F good  like
24 5 eroduct G good  like

bad dislike

> strinew)

‘data.frame': 24 obs. of 4 variables:
sint 1111222222 ..

$ Products: Factor w/ 13 levels "product A", "Product 5% .1 123 8566 5 105

5 Quality © Factor w/ 2 levels "bad®,"good"™: 2122122 .

§ staws : Factor w/ 2 levels "dislike,"like™: 21221

=1

212
22212 ...

« = | '

IERGE OO

' 5 L€ ][ B0 o]

To display the structure of the data set.
wwwozeo . ===

File EOT View Misc Packages Windows Help Ble Emt View Moo Packages Windows Help

EAEEREEIE EAEEREEIE

17 4 Product B bad dislike 3 1Product ©  good  like

18 tPromuet P good  like 4 leromcr I goed  like

19 4 Product & good  like 5 2 Product B bad dislite

20 ¢ Preduct B geod  like € 2Promucr P goed  llae
> - W

24 5 Product 6 good  like ++ )

> Error: mmexpected '1' in:

"+ new.raw <- cbind(new.rav, repas.character(df(,i]), dfs1n})
4.

> for(i in 1:4} |

> strinew)
‘data.frame': 24 obs. of 4 variables:
it 1111222222 ...

$ Products: Factor w/ 13 levels "Product A", "Broduct B*,..: 123 566 8 10 +  new.raw <- chind(new.rav, rep(as.character(df(,il), dfs1ni)
§ Quality @ Factor w/ 2 levels "bad","good": 2122122212 ... -
§ status @ Factor w/ 2 levels “dislive”,*like": 2122122212. > new.raw <- a3.data, frane new.raw)

> df <- as.data.frame(new}
> head(df)

I Profucts guality status
11 eroduct k gosd  like

2 1eroguct 8 bad aislike
3 1product C  gosd  like 111222222 ...

4 1 Froduct I gond  like § #roducts: Factor w/ 13 levels "Froduct Froduct B",..: 1238955668 5|
5 2 Product & Dbad dislike $ quality ; Factor w/ 2 levels "bad®,"good": 2122112222 ...

€ 2 Froduct I good  like s‘ status : Factor w/ 2 levels "dislike®,"like™: 2122112222

B B

FEOEODOE FREOEONOE

Import arules packages and apriori algorithm.
weswe T e

Bie EO1 View Mic Packages Windows Help

Ea0E0EE]

> sumary (new. ra)
m™ Produces Quality status
1:4 Eroduct B:ll  bad 120  dislike:z0
2:12  Product Fill  goodiSt  like 351
3:15  Breduct D: §
4:20  Product Gi §
5:20  Procuet H: €

> library(arules)
Toading required package: Matrix

2ttaching package: ‘arules’

The follewing objects are masied from ‘package:base’:

ebbraviste, urite

> rules.all <- ap:

apriori

Parameter speeificati

configence minval max aram aval originalSUpport support minlen maxlen Target
1 none FALSE TROE 0.1 1

mules %

ext @

Ll 516 Lo Ll 0] @[]
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A classic algorithmfor association rule mining is APRIORI[Agarwal and Srikant 1994]. It is a Jenss,

breadthfirst algorithm which counts transactions to find frequent itemsets and then derive association rules from them.

Fie Edt View Mic Packages Windows Help Fie Eot View Moo Packages Windows Help

E50IR0EEL)

abbreviate, urite > roles.all
set of 30 rules
> rules.all <- apricri (nev.zaw) > inspect (rules.all)
Epriori 1hs support  confidence
1 {Products=Product => [status=like]  0.1267606 1.0
Parameter specification: 2 {Products=Product G] => [gualityegood]  0.1267606 1.0
confidence minval smax arem aval originalSupport support minlen maxlen target 3 [Products=Froduct O] => [status=like]  0.1267606 1.0
0.8 0.1 1 none EALSE TRUE 0.1 110 mules 4 [Products=Product D} =» [guality=good]  0.1267606 1.0
L 5 {Products=Froduct Fj => [status=like}  0.154326¢ 1.0
LB € {Products-Product F) => (guality-good]  0.1548286 1.0
7 {Products=Froduct E} => [status=dislike] 0.15452% 1.0
Algorithmic cantrol: 8 {Products=Froduct E] => [Quality=bad]  0.15452%6 1.0
filter tree heap memopt load sort verbose 8 jI=d} => [stavus=like}  0.2253521 0.8
TRIE RUE TRIE 10 {1o=d} => (quality=good]  0.2252821 0.8
11 {statusedislite} => (quality=bad}  0.2616801 1.0
Absolute minimm support count: 12 {guality=ad) => [status=dislike] 0.2616501 1.0
13 {status=like) => [Quality=good]  0.71630%8 1.0
set item appearances ...[0 item(s)] dane [0.00s]. 14 {guality=good} => [status=like}  0.718309% 1.0
set tramsactions ...[22 item(s), 71 transaction{s}] done [0.00s]. 15 {ProductseProduct G,statuselike]  => [Qualitysgood]  0.126760€ 1.0
sorting and recoding items ... [12 iten(s)] dome [0.00s]. 16 {Products=Froduct G,Guality=good] =» [status=like]  0.1267606 1.0
creating transaction tree ... done [0.00s]. 17 {Products=Product D,status=like] => [Quality=good]  0.1267606 1.0
checking subsets of size 12 3 done [0.00s]. 1 T, ual = i 01267606 1.0
writing ... [30 Tulets)] done [0.00s). 19 {Products-Product F,status-like)  => (guality-good]  0.1548286 1.0
creating 54 object ... done [0.00s1. 2 F,guality=g = i 0.1548266 1.0
> I islike} 0.1549256 1.0

Fie Eot View Moo Packsges Windows Help

B A0

.392157
25 1.392157

naned integer (0}
> rules.pruned <- rules.sorted(!redundant]

26 1.392151 > inspect (rules.pruned)
27 1302157 = support confidence v
28 1.302157 {Products=Froduct &) =» |unzumy=;uum n. 1.0

29 1.302187 {Products=rraduct G} => [status-like} 0. 1 e
0 1.30215 {Products=Product D} => {guality=good} 0. 1 1392
> {Products=product D} => {status=like] 0. 1 1,392
> rules <- apriori(new.zav, control = list(verbose=g), {Products=rraduct F) => |guality=qood} 0. 1. 1382
- nlensl, supp=0.1, confed.8), {Products=Product F] => {status=like} 0. 1. 1392
. (Ens=c("status=1ike", "Quality=good™), {I0=1} = {guality=guod} 0. o 112
+ {1024} = {status=like) 0. o 111
> quality(rules) < round(guality{rules), digits=3) zules < apeiorifiev ok,

> rules.sorted <- sort(rales, Dy=nlifte) ont=0.8},

>

inspect (rules. sorted)
lbs

rt confidence lift
{Products=roduct G} => {Quality-good) 0.127 1. 1302

0,

eontrel = Li summe-rn

{Products=Product 6] = {status=like} 0.127 392
oduct D} => {Quality=good] 0.127 392 rules.sorted <- sort(rules, by="confidence")
{Froducts=product D] => {status=like} 0.127 302

1

2

3 {Product:
4 inspect (rules. sorted)
5 302 hs hs suppert  confidence lift
{Products=product G} => {Quality=good} 0.1267606 1.382157
{Products=eroducs D) => [Quality=good} 0.1267606 1.352157
{Products=Product F] => {Quality-good} 0.1549296 1.382187

6 {Products=Product F] => {status=like} 0.155
7 {10=4} => iquality=good} 0.225
0.

1
1
1
{Products=Product F] => {Quality=good} 0.155 1.
1
[
i

=> {status=like}

{Products=Froguct D} = {gualiry]
{Producta=Product D] = |status=
{Products=Froduct £} => {gualiry]
{Products=Product F} => |status=

{1D=4} => {guality 14 . 35
{104} => {statuss

0.85 1

)
rules.sorted < sortirules, by="
inspect (rules.sortad)

1hs

v rititveumnew

hs
{Proucts=product 6} = {gualiry]
{Products=Product I} => {guality]
3 {Products=Product F] =» [guality] 0-85
> libraryiarulesviz) 15
Toading requized package: grid

Warning messages:

1: failed to assign MativeSymbolIn{ 08 -
2: failed to assign Nativesymboling L
» plotrules.all) 0102 03 04 0506 07
>

|
support

cnnl\dahna
e
@
1
"
n

lift

The plot shows that rules with hidift typically have low support. We can use a plot like the one above to
identify rules with both high support and confidence. The arulesViz package lets us plot the graphs in an interactive

mode, so that we can click on individual Bomts and exgloresttmmted data.

F&h’hbm

A S Sl i N 5 {products=product £) = (Qualicysgood) 0.155 1
roducts=troduct £} = ty=good} 0. . € {Profuctspraduct F) => (status—like) 0.155 1
6 {products=product £} =» [status-lirke) 0.155 1.0 . § G?“E‘ds“'g"""”'“'“ H = |quatity—good) 0,228 Graphfor30rules ori
7 {104} => (guality=good) 0.225 0.8 H 52 ¢ = {stetus=likel 0.225 cobr
> rules <- apriori(new.zaw ) & T + Lo .1, conf=0.8)
+ pasameter - List ininlend, s55p-0.1, cont-0.9), & § §of H + Iehame (e ityegoct®] s Products=Product D
+ appearance 't (rhs=c {"quali ty=good®), = | EZ + fuct G°, "Products-Product Do o
+ ms-cl'Pxoducu-Erouuc' 6", "Products=Product D%, "I g v g ot calor: fift + 1D=5 o
+ defaul ane”) , F .83 + contrsl = 1 !liuzmse-rl] P
+ control = list (verbose=e)) g 23 E HE- » rules.sorted <- sort(rules, by="confidence") o] | S,
> rules.sorved <- sort{rules, by="confidence") w5 é z L Vé -3 3 inspect (rules.soreed) o Products=Product G
Ih tha conf "E L E 35 pus 1 |Products=Fraduct §) => {guality=gacd} 0.126760 o 4 g
1 {Froducts=Product 6} => (Quality=good} 0.1267606 1 2 {Profucta=Product D] => {Qualitymgood} 0.126760§ o o
? [protueremprodues 5] o (atityoon) e L (sts=dsiie) 3 [producta=broduct £) = (guality=good) 0.154529¢ ot Omﬁcd
Products=product £ => (guality=good) 0,154 > library(arulesviz) =
> Linzarylarulesvia) (Qusity-2es) Losding Tequired package: grid ° o ®e
Loading required package: grid wWarning messages: o @
Warning messages: {status=Sko} 1: failed to assign NativesympslInfo for 1hs since o Og Qualiyebadsiic
1: failed to assign WativeSymbelinfo for lhs since lhs failed to assign MativesymbolInfo for rhs since] e
2: failed ts assign MativeSymbollnfo for rha sines rhs {Quaity=goac} > plot rules_all) o D=3
> plot(rules.all) > plot{rules.a method="grouped”) D=2 °e
> plot{rules.all, method="grouped”} > plot(zules.all, methad="gzaph") e
2 | 0 ProdchfoddtF e O
. .| =
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IV. CONCLUSION
The association rules plays a major role in many data mining applicatiging, to find interesting patterns in data
bases. Apriori is the simplest algorithm which is used for mining of frequent patterns from Haetican database.
Frequent pattern mining has been extensively used for market basket analysis of data, to find out the hidden patterns that
lie in the transactional database. To promote a particular product, if a retailer decides to go for dynamicrgdcing
dynamic discount, they must do it before the customer actually moves out of the store.
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