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Abstract— Biometric systems are getting further attention in the field of Computer Security. Iris recognition is one of 

the fast, accurate, reliable and secure biometric techniques for human identification. It's provides authentication 

automatically of an individual based on characteristics and unique features in iris structure. In the proposed system, 

artificial neural networks would been employed to recognition operation, so the main stages of the system consists: 

Registration Stage, Training Stage, and Recognition (Matching) Stage. There are four steps common between the 

Registration and Recognition stage, these as: localization, segmentation, normalization, feature extraction. But 

Recognition stage contains additional step, matching iris pattern step. While, Training stage is considered special 

stage of network working. So as, it responsible for creating and simulating network. This paper present a novel 

method to select the region of interest (Portions exclude noise) and use preprocessing operation to increase the clear 

in pattern, after that extract the special features by using 4angle-GLCM as First Order Statistical and set of Statistical 

Measurement as Second Order Statistical. In this paper, also a special method of ANN recognition is presents by use 

Probabilistic Neural Network (PNN). Experimental results have been indicated to the efficiency of the proposed 

system in recognition rate which would be gotten on 100% accuracy in comparison with the previous methods. 

 

Keywords— Artificial Neural Network (ANN), Probabilistic Neural Network (PNN), Histogram Equalization (HE), 
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I. INTRODUCTION 

Generally, through increased attention to electronic security in all parts of the world because the development of 

information technology and increasing numbers of hackers secure environments that operate on conventional methods 

have increased the need for security of that information and to find new ways to allow a determination of the person 

authorized to see the contents of the work not the other. It has become a significant trend towards biometrics technology 

in authentication of individuals on the basis of verification of their identity [1]. Since most access control systems suffer 

from several violations, such as Personal Identification Numbers (PIN) for the smart card and password because a user 

may be forget his own password or the password itself may be concluded by another user, or the computer may be leaves 

unlocked, hence, an unauthorized user may reach the important data which stored in that computer and can change or 

delete it, thus, the system is easily penetrate. To avoid this possibility, the direction of modern society to a more reliable 

ways recently used Biometric recognition. A utility of using biometric authentication is that it cannot be lost, shared or 

forgotten [2]. 

Biometrics classify into two classes by natural of biometric, Physical biometrics is based on data derived direct from 

body part such as: fingerprint, iris, face, retina, hand geometry and ear, this biometric is more security and accurate than 

the behavioural that based on body action such as voice, signature, keystroke, gait and body order [3]. 

Today, most of technologies generally use the human iris because iris-based authentication systems afford more 

advantages than any other biometric technologies as it offers an excellent recognition performance [2]. 

In particularly, as a result of the evolution in the use of artificial neural networks in recognition system, the iris system 

is becoming more rapid, hardware simple, accurate and learnable [4]. IRS by use ANN; is similar to other biometric 

systems, it has three stages, registration stage, training stage and recognition (matching) stage [2][5], The model of IRS is 

shown in Figure (1). 

Fig. 1 IRS Model 

Image Acquisition 

Recognition Registration 

Training 
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In the registration process, extracted feature vector and stored it in the database, after that training process: that creates 

an artificial neural network and make simulation with the data stored in the database while in the matching process, the 

extracted feature is compared with patterns training in net. Both registration and recognition process include image 

acquisition, iris localization, iris segmentation, iris normalization, and feature extraction. A major approach for iris 

recognition is to generate feature vectors corresponding to individual iris images and training net to set of sample to 

every one after that benefit from this net to perform iris matching. The difficulties faced by the iris recognition is to 

selection of appropriate feature and also in the selection of sufficient number of training samples of the network where 

there is an inverse relationship between the feature strength and the samples number. Thus: fast, robust, and accurate 

implementation techniques are needed. 

 

II.   IRIS HUMAN CHARACTERISTICS 

Human iris is the most favorable amongst different other biometric models, iris  region is incident between the pupil 

and the white sclera and surrounded by eyelash and eyelid therefore extract the pattern of the iris free of all these objects 

will be the process is not easy and needed to use a special and accurate methods in order to get the exact characteristics 

of the iris without the presence of noise and this is one of the problems in the process of separating the iris, also, the 

ambient conditions during the image capture such as (intensity of light ) will be affecting the widening and shrinking the 

pupil, in addition the effect by reflection of illumination on the clarity of the iris feature, and this also affects the size and 

structure of the iris that derived from the image[3].  

Iris is the internal organ that is seen from outside, but well preserved from external modifiers. It has a particular 

genetic model excerpted from the individual DNA, iris genetic represented by retina structure inside it. That retina might 

be not completely visible even if the eye is in its normal state (non-closed or partly closed). Visibility depends on the on 

the individual variation. While the color of the iris is a result of the melanin content, hence is different shades depending 

upon its concentration. This color is not part of the features to be extracted for examination, therefore the grayscale 

image is used [5]. iris is stable over time of life and there is no two person has the same iris pattern but in one person the 

left or right iris is the same, the biometric of iris is in addition to the previous features, it needs to attend the person 

physically but not needs to touch any tool during the identification process [2]. 

 

III.    LITERATURE REVIEW 

Over the years there appeared several studies for the use of ANN in the matching process in the system of IRIS 

recognition, we are dealing here with a set of them: 

Abiyev et al. in 2008 developed a fast algorithm for the localization process of the iris region. The classification 

operation of iris patterns has been used ANN based on adaptive learning strategy, the experimental results proven the 

efficiency of proposed system [6]. 

Azizi et al. in 2009 suggested a new method to extract feature by using Contourlet Transform and GLCM properties. 

Finally use SVM and KNN classifier for matching process. The proposed method proven the possibility of reducing the 

feature vector with increase in accuracy of the system. [7].  

Dias et al. in 2010 presented an approach depending on use Canny Edge method with CHT in localization process. 

After that use BPNN with different adaptive learning rate for recognition process, simulation results appear the 

effectiveness of its and show that it is sensitive to the initial weights, so over-training give bad results [8]. 

Murugan et al. in 2011 presented IRS based on partial portion of iris patterns using BPNN where iris features are 

extracted using GW, LBP and HOG. The comparative analysis concluded that the method proposed using BPNN is 

higher in comparison with other previous method [4]. 

Godara et al. in 2013 comparisons between the structures and algorithms of Linear vector quantization (LVQ) and 

Cascade Forward Back Propagation Neural Network (CFBPNN)  which used in matching operation of iris system. So, 

the results showed that (LVQ) was the best training algorithm and faster than (CFBPNN) [9]. 

 

IV.    IMPLEMENTATION 

The proposed system is based on building a model of the iris recognition, which is used to extract distinguishing 

features from the ROI of iris, then uses these features in individuals recognition. IRS has three stages: Registration Stage, 

Training Stage, and Recognition (Matching) Stage. Figure (2) Show the layout of the proposed system. 

The First Stage include two main units: Preprocessing unite that contain three processes inside its, this processes are: 

(localization, Segmentation, Normalization) and Feature Extraction unite, there is two minor steps: one before the first 

unite: Image Acquisition of eye image, and the other step after feature extraction unit: Save Features in Database, the 

results of all the remaining stages significantly depend on the accuracy results of this stage. The Second Stage is training 

stage which creates probabilistic neural network (PNN) and simulates for each feature extraction pattern. Lastly, the 

Recognition Stage which work as patterns matching, in this stage, all the units in first stage will been performed to 

extract feature from the input (test) image and get test pattern  to make matching (recognition) process between the test 

pattern and the training patterns. 

Although the basic steps similarity with previous systems but there are distinct developments were added to each step 

in order to solve problems which occur when dealing with each step or to improve the performance of those steps. Thus, 

the algorithm used in the construction of the system model has been improved to get model more accurate and more 

efficient. 
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Fig. 2  The Layout of the proposed system 

 

A. Image Acquisition  

The First Stage in the IRS is eye image acquisition by using special digital camera. From important conditions this 

image should has high quality and good resolution with good format like JPEG or BMP. The image quality is affected by 

camera type, the illumination intensity, the space between the camera and the eye, noise, and all events in image 

capturing environment [8]. 

Iris images of "CASIA-Iris-Interval" that is subset of "CASIA-IRIS-Interval V4.0" are used in the present work. In 

this set images captured with close-up iris camera, that camera contains luminous flux, hence it characterized with clear 

images suitable for detailed texture features of iris images, Figure (3) show samples from this subset. 

 
Fig. 3 Samples Images of Dataset 

 

B. Preprocessing 

In general, the work on the IRS required images of the iris should be pure, clear and free of noise (eyelashes and eyelid) 

and separated from the area of the pupil of the eye because they are not consider from among the important region for 

work, also it isn't given more characteristics to the iris. Here lies the idea of holding several processing operations for the 

entering image to the system, hence extract the region of iris pure [10]. Special algorithms have been used to determine 

the iris region and separation its from irrelevant area in the image (noise & pupil). 

1) Localization: Iris localization is the most significant stage in IRSs for the reason that all the successive stages relied 

on its accurateness. The localization phase include founding the outside edge of the iris and detecting the pupil region to 

locate the internal edge of the iris, it aims to extract the iris region, and it detected the inner and outer boundary of the iris 

circles, iris region distinguished by; it less dark than pupil but it still darker as compared to sclera. The success of 

localization depends on the quality of eye image [6][11]. The algorithm performance is faster than the traditional 

methods based on the circular Hough transform and the integro-differential operator. The iris boundaries are localized. In 

the proposed work benefit from the pupil in determining iris center location with respected radius are calculated, the 

process details includes these steps as follow: 

1. Make Enhancement to the image to increase features clear in it, thus make isolated process easily. Two method of 

enhancement are selected: Firstly, make Histogram Equalization (HE) to obtain clearly image, as shown in Figure (4-b). 

Secondly, Filter with use Gaussian as low pass filter with determine appropriate standard deviation with scaling factor 

selected which is considered as affective factor for increase the strength of the sharpening [8], as shown in Figure (4-c). 

2. Convert the grayscale image to binary image to do this, algorithm will be determine threshold value T based on the 

image histogram [12]. Thus, the gray level histogram of the image should be plotting and analysis. Figure (4-d) shows 

the histogram of gray level of the image. After that, position of the first peak in histogram level is picked. Then, all 

intensity values in the eye image less or equal T are changed to 0 (black) and above T are changed to 1(white),as  
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g(x,y)=1, if  I(x,y) > T,   otherwise g(x,y)=0  ……….. (1) 

Where g(x,y) is the converted pixel value , I(x,y) is the intensity value at location (x,y), and T represents threshold. This 

algorithm works efficiently to convert grayscale images to binary images containing pupil shape and some noise as 

shown in Figure (4-e).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4 The Process of Iris localization: (a) Origin Image, (b) Histogram Equalization, (c) Unsharp Mask Filter, (d) 

Histogram of Image, (e) Binary Image 
 

3. Morphological operations would be used to remove noise from the binary image, extract the object only and take 

advantage of the properties of object in binary image. So, the center and the radius of pupil are computed, the radius of 

pupil represent the inner boundary of iris [12]. Multi operations utilized to work but firstly the binary image is inverted to 

work on foreground pixels in image. Figure(5) shows the morphological operations which will do to extract the center 

and radius of pupil, these operations illustrate as follow:  remove pixels that outside the pupil region (noise pixel) by 

using first reconstructed algorithm to fill holes, then should be isolate pixels of pupil object from the other adjacent pixels 

of noise in image by using open operation with appropriate disk size, after that joint tight holes in object pixels by using 

close operation with small disk, then remove small object in image objects that have less than a specific size in the binary 

image.  

 
Fig. 5 Morphological Operations: (a) Inverse image (b)Fill Holes, (c)Opening Operation, (d)Closing Operation, (e)Area 

Opening, (f)Determine of Center 
 

4. After that, a set of measurements of connected component is utilized in binary image. Firstly, the object in image 

must labeled, that process advantage from the chain code process to determine the boundary of the connected component 

(object), then use Freeman computations for objects in binary image. After properties of objects have been computed for 

in iris binary image, the objects will be checked to see which one achieved the conditions to be considered as the eye 

pupil. In the case of meet the conditions in object, the radius of pupil is calculated and returns the center of mass that 

considered the pupil center. Kulpa modification [13] of  Freeman method is used to find the diameter of object to extract 

the radius of pupil, this formula as: 

  D= π/8  (1+ √2) (ne + √2 no )     ……… (2) 

Where ne is the number of even chain elements and no the number of odd chain elements, after that divide the diameter 

by 2 to get the length of radius.  

Then we can calculate the center of pupil P(xp,yp). So, the center of mass object represent the center of pupil circle, as: 

 

 

(a) (b) (c) 

 
(d) 

(e) 
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Where g(x,y) is a pixel in the position (x,y), and F is the mass of object under search. The equations in (3.1) and (3.2) are 

used to detect the center of pupil region which represents the approximate pupil center [12], pupil detection process is 

shown in Figure (5-f).  

2) Segmentation: The segmentation stage aims to find accurate contours of iris, that is inner boundary (pupil/iris) and 

outer boundary (iris/sclera) in order to classify the pixels into two classes: iris and not-iris, thus the segmentation stage 

provides two contours (pupil and iris) that will be utilized by the normalization stage [14]. 

Most methods of preprocessing processes would been Incorporated the segmentation process with the localization 

process and the determination region utilized for the next step, while in the other methods the segmentation process will 

be utilized by initialize the appropriate separation method. Notice that in segmentation process will be used the origin 

image after enhancement by HE and Unsharp mask filter with use Gaussian as low pass filter with standard deviation 

value at "1.7", with select scaling factor value at "1.2", this values were selected in this filter to avoid the noise in details 

of image that extract in features extraction stage, as shown in Figure (6-a). After that, process of segmentation iris is done 

in Three steps the: 

1. use Isolation of Collarette Region of iris, Region of Collarette consider the important part of the iris that is closed to 

pupil, less sensitive to light reflection and it will be little affected by eyelash and eyelid region, therefore it give most and 

clearest characteristics (feature) from all iris region [11]. Its size can be estimated at fixed rate from size of the iris, which 

will be done by selecting appropriate radius of Collarette iris region. In the present work the radius of Collarette is 

selected with 40 pixels, this radius calculated from the outer boundary of pupil, this value is suitable for most iris of 

human, as shown in Figure (6-b). 

2. Iris separates from the image by using mask method to cover noise areas (pupil region, around regions) and extracted 

the iris collarette region. Mask method is suitable in the proposed system because the necessary information were 

provided to do segment process, these information consist of: the iris center, radius of pupil and radius of iris. By using 

these information, the cover (mask) for pupil is created then make inverse mask for iris [15], as shown in Figure (6-c, 6-

d).  

(a) (b) (c) 

(d) (e) (f) 

Fig. 6 Segmentation Operations: (a) Enhancement, (b) Collarette Iris Region, (c) Pupil Mask, (d) Iris Mask, 

(e)Determine of Iris, (f)Determine ROI. 

 

3. Determine Region of Interest ROI, Experimentally, it have been proven that good recognition can be done with only 

50% of iris region, many researches has been able to benefit from this attribute to localize the important region of iris [5]. 

ROI will determined from the image of iris mask after remove the noise region (eyelash & eyelid) from it. This process 

would done by isolating fixed rate from the upper region and less rate from the lower region. In this way, the areas of 

noise are identified in the image of the iris mask in order to avoid them in the next stage, as shown in Figure (6-e, 6-f). 

3) Normalization: Normally, after determined the ROI from the iris in the previous step. The process of restructure iris 

shape should be done to convert the image from cartesian coordinates to polar coordinates by using suitable 

transformation method. So the image processing for the iris region less expensive computationally in rectangular shape 

compared to circular shape and that increased the recognition accuracy [15]. There are two steps to complete this process: 

1. Convert the image from Cartesian coordinate to polar coordinate by using Daugman's Rubber Sheet Model. This 

model is used as basic model, but a small change will be added to this model to convert the image from donut shape to 

the rectangular shape. The width of rectangle image would be about 360 which be represented by using a full rotation 

angle 2ᴫ for polar image, while the height of rectangle image would be much as radius of the full iris (iris and pupil). 

That meaning the height is not fixed for all images of irises. So, the size is unified after the completion of the 

normalization process. The following formulas perform the transformation process: 

I (x(r,θ ), y(r,θ ))⎯⎯→I (r,θ)      ……..(4) 

here 

x (r, θ)=  r* cos(θ)+ xc(θ)   ……….(4.1) 

y(r, θ)=  r * sin(θ) + yc (θ)   ………(4.2) 

Where I(x,y) is the iris region image, (x,y) is cartesian coordinates, (r, θ) are the normalized polar coordinates and (xc,yc) 

coordinate of center. The value of θ belongs to [0; 2π], r belongs to [0; 0.9]. Figure (7) shows the process of iris 

normalization. 

When transformation the image, the bilinear transformation is used to obtain the intensities of the pixels in new image. 

These intensities result from the interpolation of the grayscales of the old image at each pixel [3]. 
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In the normalization process, the masked image is converted which contains iris with pupil region. After that, the iris is 

extracted only. Thus in this method, the pupil region is exceeded with all black boundary surrounding of the iris from the 

direction of pupil. Figure (7-a) shows the iris normalization. 

2. The second step in the normalization process is to get the important blocks from the iris area, the important block 

meaning is: blocks extracted from the iris region don't contain noise (eyelashes and eyelid) by exceed the noise regions, 

the iris noise would previously covered with a black mask in the segmentation process, therefore it has facilitated to 

recognize this regions and exceed it. When the first step of Normalization process is executed, the resulting image will 

determined by the size 35*360 pixels. In the proposed algorithm, Three Blocks are extracted from the iris region which 

belong to: the Left Part, the Right Part and the Upper Part of lower part of the iris region. By observation discovered that; 

the region of the upper part of the iris may contain a small percentage of eyelashes and similarly the lower part 

containing the eyelid, but by less, all these make that two regions aren't given a clear features. So, this operation is used 

to select the effective area: as shown in Figure (7-b). 

 
(a) 

(b) 

Fig. 7 Normalization Operations: (a) Transform to Polar, (b) Iris Blocks 

 

The proposed algorithm work as: Firstly the image divides into three parts and taking the first and third part, while the 

centrist part (Second) will be neglected that contains eyelashes. After that, each part from these two parts is divided into 

three portion. Then, the Last portion of the third (Right) part integrate with the First portion from the first (Left) part to 

be one portion (The merger process will be used for the integration of the Lower Part of the iris region, which contains 

the eyelid), that portion will divided by width into two blocks, while the down block was neglected, the Upper Block 

taken, this block represent the First Block that extracted from the iris region. The Second Block create from integrate the 

Second portion with the Third portion of Left Part. While the Third Block create from integrate the First portion and 

Second portion of Right Part. Thus, the resulting for this operation are Three Blocks, which will contain clear features for 

extracting it in the next stage with size 18*84 pixels for First Block and 35*70 pixels for each of Second Block and Third 

Block. 

 

C. Feature Extraction 

 Image blocks have been extracted. The next step is to extract important characteristics (features) from this blocks, so 

as to reduce the non-useful information in the image. Thus templates of the matching operation contain only iris image 

basis that distinguish [16]. Iris feature extraction consists of three steps: 

1) using Gray Level Co-occurrence Matrix (GLCM): for extracting the distinguished features, GLCM can be defined as 

"a square matrix can detect a particular properties about the spatial distribution of the gray-levels in the texture image". It 

was presented by Haralick et al. in 1973 [17]. That mean each pixel value (i,j) is considered reference pixel for the 

intensity value i occurs in a specific relationship to a neighbor pixel value with the intensity value j in the GLCM. This 

formulae is formed as: 

 
Where Mco is graylevel co-occurrence matrix, d is a displacement vector (dx, dy) default=1, different offsets and angles 

has been determined the relationship between two neighboring pixels, the default has been represented between a pixel 

and its immediate neighbor to its right. There is four of the possible spatial relationships (0; 45; 90 and 135) and these 

offsets are: {[0 1], [-1 1], [-1 0], [-1 -1]}[17], the details as illustrate in Figure (8). 

 
Fig. 8 Co-Occurrence Matrix Directions for Extracting Texture Features 
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∑    

 

Energ  =  C( i,j)
2
 

Ng  

i ,j=1   

  …………. (8) 

In this paper implemented feature extraction method by using GLCM as First Order Statistic Measurement (FOS) with 

Three Blocks of the entering image 3[I(x,y)], each one with size K×K by four offsets {[0 1] for 0; [-1 1] for 45; [-1 0] for 

90 and [-1 -1] for 135}. So each block gets Four Matrix with size 8*8 pixels, thus there are 12 Matrix that enter to the 

next step.  

2) The statistical measurements represented Second Order Statistics (SOS): In the present work 10 Statistical 

Measurements will be calculated, these set have been derived from each GLCM for consisting a template vector that will 

be stored to use it after that in the matching process. The set of statistical measurements that used in this work are:  

1. Contrast: this statistic measures the spatial frequency of an image and is difference moment of GLCM. It is the 

difference between the highest and the lowest values of a contiguous set of pixels [18][19]. 

Where Ng denotes the dimension of co-occurrence matrix (number of gray levels), and C(i,j) represent the probability of 

co-occurrence between grey levels i and j, which formula is defined as:  

            

                                

         

   Where: 

- P(i,j) represents the number of occurrences of gray level i and j within the given window, given a certain (δ, θ) 

pair; 

- G is the quantized number of gray levels. 

2. Dissimilarity: this statistical defines the variation of grey level pairs in an image [20]. It is the closest to Contrast 

with a difference in the weight – Contrast unlike Dissimilarity grows quadratically. 

 

3. Energy: this statistic is also called Uniformity or Angular second moment (ASM), It measures the textural uniformity 

that is pixel pair repetitions. It detects disorders in textures [18]. 

 

 

 
 

4. Entropy: it is used as a measure to the randomness or complexity of the image data. It can also tell us how many bits 

required to encode the image data [18]. 

5. Homogeneity: this statistic is also called as Inverse Difference Moment. It measures image homogeneity as it 

assumes larger values for smaller gray tone differences in pair elements [18][21]. 

 

 

 

 

6. Maximum Probability: this measure can be defined at this formula [19]: 

 

7. Variance: this statistic is a measure of heterogeneity. Variance increases when the gray level values differ from their 

mean [18]. 

 

Where μ is the mean of μ x and μ y: 

8. Sum Average: this measure can be defined at this formula [18]: 

∑    

 

Contr =  (i-j)
2
C( i,j) 

Ng  

i ,j=1   

  …………. (6) 

∑    
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Ng 
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…………. (7) 

∑    
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       1 
 

  1 + (i - j)
2
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Max  C( i,j)    
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  …………. (11) 
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i           j       
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2
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G 
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               …………. (14) 

9. Inverse Difference Normalized (INN): this measure can be defined at this formula [22]: 

 

 

 

10. AutoCorrelation: this measure can be defined at this formula [21]: 

 

 

 

 

D. Create Artificial Neural Network 

After extracting the appropriate features and storing it, the recognition process will be completed, therefore an 

appropriate neural network must be chosen to carry out the classification models. While the network has been selected on 

the basis of efficiency working, thus the network must not take a long time in the training process and avoid the networks 

that their performance very quickly become less efficient when increasing the number of samples. Therefore, 

probabilistic neural network model (PNN) is chosen. PNN implemented as a neural network version based on a Bayes-

Parzen Classifier and operates by using spherical Gaussian Radial Basis Functions centred at each training vector. The 

Probabilistic Neural Network is an Unsupervised model, FeedForward utilized in classification and mapping of data [23]. 

Generally, the previous results indicates that the PNN is more efficient than back propagation networks with respect to: 

classification accuracy and training time, and there is another characteristic with PNN; it is easier to add new pattern to 

network, so as to decrease the complexity in recognition process [23].  

PNN composed of four layers [24]: Input Layer, Pattern Layer, Summation Layer and Output Layer, this structure 

shown in Figure (9). 

 
Fig. 9 Architecture of PNN 

 

Each layer contains some neural nodes, which are the basic processing units. Where: Input Layer is an acceptor, 

which accepts the test vector which represent Test Pattern input to the PNN. The number of input node depend on the 

size of Pattern Vector, therefore the network has 120 input node which represent the length of Pattern Vector. Pattern 

Layer contains pattern neuron nodes, there is one pattern neuron node for each trained sample; 20 class in the present 

work. While each class composed of 7 samples for training, therefore the network have 140 pattern node. The weights 

between the pattern layer nodes and input layer nodes are equivalent to the probability distribution function (PDF). PNN 

operates by using spherical Gaussian radial basis functions centered at each training vector as PDF function. The 

likelihood of an unknown vector belonging to a given class can be expressed as [24]:  

 

 

 

 

Where i is the class number, j is the pattern number, xij is the j
th
 training vector from class i, x is the test vector, Mi is 

the number of training vectors in class i, p is the dimension of vector x, σ is the smoothing factor (the standard deviation), 

and fi(x) is the sum of multivariate spherical Gaussians centered at each of the training vectors xij for the i
th

 class (pdf) 

estimate. Classification decisions are consequently made in accordance with the Bayes’ strategy for decision rule, which 

is: d(x) = Ci, if:  fi (x) > fk (x)       for k ≠ i,    Where Ci is the class i. 

Summation Layer consist of number of nodes as the same number of classes in system, each class has one neuron in 

summation layer. The function of each node is to find the summation of Gaussian function for pattern neurons of each 

class then find the probability density function (PDF)  of each class among other classes in network.PDF calculate by use 

formula: 

 P(class)=Sum(neurons of class) / Sum(classes in network)  

Lastly, the largest probability will find in Output (Decision) Layer, this layer determined to which class classifies the 

pattern. The network simulation (training) will be done on a set of samples for the same individuals registered in the 

system. After that, the network will been storing to be used in the matching process (recognition). 

 

E. Matching 

Matching stage requires a relating matching metric, where returns a measure of similarity degree between two iris 

templates one the required iris model and the other stored in the DB. Then, the decision can be made with high certainty 
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           No. of True Acceptance  

        Total Number of Samples  

 

TAR=                                                                *100          

concerning, whether the two templates belonging to the same iris or to various irises [25]. PNN would been used in the 

proposed system to recognize the test pattern. In recognition stage, the system will receive an image for individuals who 

will recognize it, then extracted features vector from this image by using all operations of preprocessing and feature 

extraction, thus Test Pattern enter for the training PNN to determine to which class it belongs and make a decision to 

(accept/ reject) an individual. In the proposed system, at least Three Samples are used for each class as Test Patterns in 

recognition process, Notice Test Samples different from the Trained Samples for the same class. The output of matching 

algorithm would have been the name of class which entering sample belong it, if it had previously registered in the 

registration process.  

 

V.   EXPERIMENTAL RESULT 

The subject significance of this paper is to increase the accuracy of the IRS by using Statistical Measurements 

calculated from GLCM with PNN. The efficiency of the system will be evaluated by using iris images of CASIA dataset. 

The system application will be under environment of "windows 7 Ultimate" with processor Intel "Core(TM)i5". 20 

classes are used to experiment the system work. The system consists of three stages: the First Stage is a registration 

process, in this stage images taken from dataset are used, each individual in this dataset at least have 10 samples. So, for 

each class 7 samples use in training the network and the rest samples of same individual used for testing in Matching 

Process.  Each registration and matching process preprocessing processes are conducted and give high accuracy with the 

time saving. These processes: the process of localization the iris area, firstly the image enhancement by using HE and 

Unsharp Filter, then use the Histogram Method to find appropriate threshold to convert the image from grayscale to 

binary image. After that Morphological Operations are used to determine the center and the radius of pupil. Then, the iris 

collarette is estimated which radius will be at 40 pixels measured from the inner boundary of iris. Next, this region is 

segmented by using Mask Method, then the image is converted to polar in the Normalization Process. After that, a new 

method is used to split Three Blocks from the determined ROI of iris image, this method depend on excluded noise 

regions from iris image. Thus, Down Block with size 18* 84 and (Left, Right) Blocks with size 35*70, then extract 

features from each block separately. Lastly, in Feature Extraction Process will be created "4ang.GLCM", then take 10 

Statistical Measurements to composition a vector of features for each block. Thus, the unification of these three vectors 

to be one vector in size of (1*120) pixels, this vector will be as input to the network. In the Registration Process, the 

features extracted is storing in database to use it in the next stage (Training Stage). PNN be training by use Gaussian 

function as activation function of network with select an appropriate value of smoothing factor σ to be suitable for all 

samples. In the present work, the range of values of σ [0.1 … 0.9] have been tested. Four Measures are adopted to 

indicate the accuracy of the results, these are: True Acceptance Samples (TAS), False Rejection Samples (FRS), True 

Acceptance Rate (TAR) or Recognition Rate, and False Rejection Rate (FRR).     

    TAS = No. of Training Samples + No. of Testing Samples 

     FRS = No. of Total Attempts – TAS 

 

 
The results of testing these values of the proposed system proved that True Acceptance Samples (TAS) would been 

improved by increase σ values with range [0.1 … 0.5], thus (TAS) stable in this values for σ range [0.6 … 0.9], so as it 

given repeated results for using value 0.5. While (FRS) would been decreased by increase σ values. These Measures of 

Recognition Rates of system will been tabulate in the table (1) below: 

 

Table 1 Measures of Recognition Rates of the System 

No. of 

S.F.(σ) 

No. of 

Total Attempts 
TAS FAS 

TAR FRR 

Testing Testing Testing 

0.1 109 53 56 48.62% 51.38 

0.2 109 97 12 88.99% 11.01% 

0.3 109 102 7 93.58% 6.42% 

0.4 109 107 2 98.17% 1.83% 

0.5 109 109 0 100% 0.00% 

 

Noted from table which display TAS, FAS and TAR, FRR for the Proposed Model of PNN,  the Recognition Rate 

(TAR)  increase rapidly to obtain the best result in σ value = 0.5 and stable, while (FRR) gradually decreasing in this 

range of σ values. Chart in Figure (10) display the Recognition Rate (TAR), and Chart in Figure (11) display the (FRR) 

of Proposed System: 

         No. of False Rejection  

      Total Number of Samples  

 

  FRR=                                                                 *100          
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Fig. 10 Chart1 display Recognition Rate (TAR) and Chart2 display False Rejection Rate (FRR) for Proposed Model 

using Five Values of σ   

 

VI.    CONCLUSION 

This paper presents an IRS based on statistical measurements extracted from GLCM with PNN. An efficient methods 

have been used in preprocessing operations, Where the most effective method of segmentation process is used, the ROI is 

selected in novel method which given distinctive features in feature extraction process, while dual method which used in 

features extraction process (GLCM with 10 statistical measurements) proven efficiency work with PNN. Thus, PNN 

would been proven successful in Iris Recognition System compared to other types of neural networks, PNN as matching 

method proved that is an efficient and accurate  by giving higher rate in recognition process. 
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