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Abstract— nowadays, most common reason of human death is heart disease which is cardiovascular disorder. 

Numerous heart diseases can be detected by analysing electrocardiograms (ECG). In this work, simple decision tree 

based model is used as a classification tool. The model classifies ECG signals into 5 classes, namely normal and four 

manifestations of heart arrhythmia: Premature Ventricular Complex (PVC), Atrial Premature Contraction (APC), 

Right Bundle Branch Block (RBBB), and Left Bundle Branch Block (LBBB). The total work includes three main 

modules: pre-processing module, feature extraction module and classification module.  The ECG signals used in this 

work obtained from the MIT-BIH arrhythmia database. This technique is easy to implement and gives efficient result. 
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I.      INTRODUCTION 

Cardiovascular diseases are the major cause of death globally. It is estimated that 23.6 million people will die 

from cardiovascular diseases in year 2030(WHO | Cardiovascular diseases (CVDs)) [4]. The electrocardiogram (ECG) 

represents the electrical activity of heart, as a waveform graph (Fig. 1 shows a schematic record of a normal heartbeat [5], 

in which we can observe the fiducial points P, Q, R, T). An ECG signal contains important information that can help 

medical diagnosis. It is the standard tool used in diagnosing heart diseases.  Classification of ECG signals into different 

arrhythmia classes is a complex pattern recognition problem. These signals are highly nonlinear also. Therefore, different 

techniques such as signal processing techniques, machine learning methods were used for this purpose. 

There are numerous methods to classify cardiac arrhythmias. Some most commonly used methods are Support 

Vector Mechanism (SVM) [8], k-NN classifier [9], Artificial Neural Networks except these there are many other 

methods.  We get the information through literature survey [6]-[9]. 

The aim of the work is to build a method for detection and classification of heart diseases using ECG. Here we 

proposed a method for classifying normal, Premature Ventricular Complex (PVC), Atrial Premature Contraction (APC), 

Right Bundle Branch Block (RBBB), and Left Bundle Branch Block (LBBB) heartbeats. In this work, decision tree 

based classifier combined with statistical features extracted from Discrete Wavelet Transform (DWT) is used to classify 

ECG signals. The methodology consists of three steps. In first step, the ECG signals are pre-processed using DWT 

(Daubechies4 (D4)) [2] for noise reduction. In second step features are extracted from pre-processed ECG signal. In the 

last step, ECG signals are classified into classes using decision tree based classifier [10]-[11]. 

  
 

 

 

 

 

 

 

 

 

 

 

Fig. 1  A normal heartbeat ECG signal 

 

II.     ECG DATA 

      The prime thing for arrhythmias classification is the ECG records. In this study, the MIT-BIH-AR ECG [1] 

database is used for arrhythmias classification. The database consists of 48 two-lead recordings obtained from 47 

subjects (recordings 201 and 202 were obtained from the same subject), each recording was measured for approximately 

30 min and sampled at 360 Hz. Of the 48 recordings, 23 of them (The ―100 series‖) were collected from routine 

ambulatory practice and the remaining 25 (the ―200 series‖) were selected to include examples of uncommon but 
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clinically important arrhythmias cases that were not well represented in the 23 100-series recordings. The ECG leads 

varied among the subjects due to physical limitation of electrode placement. For most of the recordings, the first channel 

was a modified limb lead II (MLII) (only 114 recordings used V5 as the first lead and MLII as the second lead; the leads 

were then swapped in the study). The second channel was usually V1 (sometimes V2, V4 or V5, depending on subjects). 

The database contains annotations for both QRS position and beat class information, verified by at least two independent 

experts. In this study, only MLII lead data are used.  

 

III.      METHODOLOGIES 

The proposed method consists of three modules (shown in fig. 2). They are Pre-processing, Feature extraction and 

Classification. In pre-processing module noise reduction is done. Useful features are extracted from pre-processed signals 

in feature extraction module. Decision tree induction and testing are done in last module.   

 
Fig.2. Steps of proposed method 

 

A. Pre-processing 

This module deal with noise present in the ECG signals. Presence of noise in ECG signals led classification task in 

wrong direction because we cannot extract correct features from the ECG due to presence of noise in ECG signals. All 

ECG signals from MIT-BIH [1] were collected by Holter devices. They were contaminated by baseline wandering and 

noises from power-line. Hence, first the ECG signals are pre-processed to remove unwanted noises from ECG. For this 

purpose we use Daubechies4 wavelet (D4) [3]. 

 

B. Feature Extraction 

Feature extraction is very important task in pattern recognition problem. Classification of cardiac arrhythmia is a 

complex pattern recognition problem. The accuracy of pattern recognition or classification fully depends on extracted 

features, how discriminating they are and the correctness of them. In this work, features are extracted depending on 

fiducial points (P, Q, R, S and T) (shown in fig. 1).  Total 15 features per beat are extracted in this work. Which are 

categories in three categories: intra-beat intervals, inter-beat intervals and morphological amplitudes. The intra-beat 

intervals are QRS duration, PR duration, RS duration, ST duration, QT duration, PT duration, PQ duration, QR duration. 

The inter-beat intervals are RR intervals, TP intervals. The morphological amplitudes are amplitude of R peak, 

Amplitude of T and P.   

 

C. Classification 

In this work we use greedy approach which is decision tree based classifier to classify ECG signals. It is very simple 

and effective method for classification. In this method first decision tree is built using known dataset which is called 

training data. Then the model is applied on unknown pattern to classify it. In the building phase of decision tree we 

analyzed the extracted features and selected best discriminating feature as splitting attribute of decision tree at every step 

of tree building phase.  It is a greedy approach because it uses the best attribute as splitting attribute at every time of 

splitting. After tree building phase, the tree is tested for accuracy. Then the model is employed for classification. The 

sample  decision tree based classifier is given below. 
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IV.      RESULT 

In this study five different heartbeat classes were analysed. These are: N (normal heart beat), RBBB (Right Bundle 

Branch Block), LBBB (Left Bundle Branch Block), APC (Atrial Premature Contraction) and PVC (Premature 

Ventricular Complex). The result of the proposed method is given in table 1.  

 

Table 1 

 N APC PVC RBBB LBBB 

N 128 0 0 0 0 

APC 1 82 0 2 0 

PVC 0 0 43 0 0 

RBBB 0 0 0 97 0 

LBBB 0 0 0 2 88 

 

Here percentage of misclassification error of this model is 1.12%. 

 

V.       CONCLUSION 

In this study we proposed simple decision tree based classification which classifies ECG signals into 5 

Arrhythmia classes efficiently. This method is very simple to implement and time complexity is lower than other existing 

methods. The accuracy of the proposed method is 98.88%. This method can also classify arrhythmias using multiple lead 

data together by extracting discriminating features from ECG signals of multiple lead. 
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