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Abstract—Debugging an object-oriented programming software is always challenging as it has to handle two aspects, the program state and data state. In this paper, we have proposed an algorithm for an object-oriented software that handles the dependencies which arises in both program state and data state. We have used Graph Coloring approach and extended an existing algorithm called Contradictory Graph Coloring Algorithm for computing dynamic slice of object-oriented JDBC application. We have named our algorithm as Extended Contradictory Graph Coloring Algorithm (ECGCA).
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I. INTRODUCTION

Program slicing is a technique which has many applications in various software engineering activities such as program debugging, testing, maintenance etc. It is a practical disintegration process that excludes program modules that are insignificant to a particular computation process based on a criterion known as the slicing criterion. The slicing criterion is a pair where s is the program point of interest or location of statement and v is the set of variables which are used or defined at s. A slice <s, v> is a collection of executable statements which are extracted from program p that are relevant to the program point of interest. Majority of research on slicing has been done on languages like C, C++, in which only the program state has been considered.

The full behaviour of a program is defined in two forms program state and database state [8]. Debugging an object-oriented programming software is always challenging as it has to handle two aspects, the OOP state and data state. To debug software, slicing can be a good & established technique. Many researchers [10, 12, 15, 16, 14, 9, 3, 33, 32, 6, 28, 26, 11, 13, 23] have worked on the slicing of object-oriented programs and some work has also been found in slicing of query languages [19, 8, 4]. To the best of our knowledge no algorithm is available which addresses slicing of OOP which supports query handling in the database. Our objective is to develop an algorithm to compute the dynamic slice of JDBC application program using proper intermediate representation.

Organization of The Paper is, section 2 provides the basic concepts used in rest of the paper. Here we have discussed some definitions and described some intermediate program representation concepts, which are used in slicing techniques and used later in our algorithms. Section 3 provides a brief literature review. Section 4 provides our proposed work which follows intermediate representation of the JDBC program by System Dependence Graph and then proposed algorithm. Section 6 presents the concluding remarks, with scope for further research work.

II. BASIC CONCEPTS

A. Dynamic slicing

A dynamic slice can be constructed with respect to only one execution of any program. The statements that have no significance with the slicing criteria on some specific input is not included in this type of slicing. Due to the run-time handling of arrays and pointer variables, dynamic slicing algorithms are easier than static algorithm and result in more exact slices [6]. Dynamic slice is execution specific and relatively smaller, so it is helpful in debugging. The difference between static and dynamic slicing is that dynamic slicing assumes fixed input for a program, whereas static slicing does not make assumptions regarding the input. A dynamic slicing criterion specifies the input, and distinguishes between different occurrences of a statement in the execution history; typically, it consists of triple input occurrence of a statement variable.

B. Introduction to database slicing

Database Slicing is mainly done with the help of PDG i.e Program Dependence Graph. Slicing in databases is considered as a big issue when managing a large database becomes difficult. These kind of constraints lets us go in the area where we can find more efficient way of slicing those databases which find difficult to extract the significant information.

In the traditional Program Dependence Graph of any program P, if a slice of program P has to be found out, it should contain all nodes of the PDG from which a statement s should be reachable by control dependency or data dependency. The algorithm which uses this PDG fails to find slice when it has to deal with those programs which access database state. Hence, this can be said that the control dependencies are appropriate but when it comes to the data dependencies, the Program Dependence Graph considers only1form of state, i.e. program state. Thus, PDG is considered as partially
complete since program consists of two types of state, one state is program state and another state is database state. Thus, to figure out appropriate slices over database state, the PDG has to be extended to consider the absent dependencies. The first are those caused due to the connection between program state and database state. The other are those dependencies which occur between the pairs of statements that both can manipulate the database state. If Program Dependence Graph is extended with these two types of dependencies, more accurate slices are computed for both kinds of state. So, for this reason DOPDGs i.e. Database Oriented Program Dependence Graph are been introduced [8]. These concepts are defined in following section.

C. ProgramDatabase (PD) Dependencies

It is a kind of data dependency in which the interaction between the program state and database state result into these dependencies [8]. This can be defined as follows:

A database statement \( d \) is programdatabase dependent upon the statement \( s \), when there is some variable \( v \) such that:

- The variable \( v \) is provided as an input to the database statement \( d \).
- The variable \( v \) is defined by the statement \( s \).
- There should be a \( v \)-definition free path from statement \( s \) to the database statement \( d \).

Thus, the set of all these types of dependencies that are calculated for a particular program is known as programdatabase dependency graph (PDDG).

D. DatabaseDatabase (DD) Dependencies

This type of data dependency occurs when those pair of statements which both can manipulate database state are interacted with each other. It occupy that situation, when the one database statement’s execution is affecting the behaviour of other database statement which is executed after the first one. This dependency is significant in calculating the appropriate slice for a program variable which is involved in a database command, and they are also useful for calculating this type of slice [8].

III. RELATED WORK

In 2004, Willmor et al. [8] have shown that existing algorithms don’t consider some of the semantics of a database state, and hence proposed two more forms of dependency. These new forms of dependency help the slicer to consider the program’s nature that is taking place fully within the database state (DD-dependencies) and also the interrelation between the program state and the database state (PD-dependencies). For this, they have used Database oriented Program Dependence Graph (DOPDG), which is an extension of PDG, in which additional dependences have been taken into consideration which were a kind of drawback in traditional PDG.

In 2013, Halder et al. [19] defined syntax-based DOPDG by expressing the conditions of DD and PD-Dependences in denotational form. They also refined syntax-based DOPDGs into semantics-based abstract DOPDGs by combining the notions of

- semantic relevancy of statements,
- semantic data dependence, and
- conditional dependences.

These contributions lead to an abstract program slicing algorithm for programs embedding SQL statements that strictly improves with respect to the literature. In 1988, Laski et al. [6] have introduced dynamic slicing. In their work they said that slice depends upon input data and generated at the time of execution which is different from the static slicing [30] and therefore it is called as dynamic slicing. The main objective of dynamic slicing is similar to that of static slicing, that is to look for those statements which are responsible for program error. Then in 1990, Agrawal et al. [3] used Program Dependence Graph to represent algorithm to find dynamic slices. They have proposed a proper approach based on the graph called Dynamic Dependence Graph (DDG) which they have used as an intermediate representation. Zhao et al. in 1998 [33] extended the DDG of Agrawal [3] and represented different dynamic dependencies between statement instances for a specific execution of program and hence they named their graph as dynamic object-oriented dependence graph (DODG). Song [26] have developed a method which computes forward slice of an object-oriented program dynamically. Their method uses Dynamic Object Relationship Diagram (DORD) as representation [26]. Xu et al. [32] has used object program dependence graph (OPDG) to dynamically slice object-oriented programs. Wang et al. [28] proposed an algorithm which operates on compact byte code traces for Java programs and slices the program dynamically. Mohapatra et al. [23] have proposed a novel approach to slice object-oriented programs dynamically. They have presented an edge marking dynamic slicing (EMDS) algorithm and used Extended System Dependence Graph (ESDG) as an intermediate representation which works on marking and unmarking of edges during execution. Later, Mohapatra et al. [13] again proposed another algorithm which also works on the same concept of marking and unmarking but instead of edges they have made use of nodes to dynamically compute slice. The algorithm proposed here was called Node Marking Dynamic Slicing (NMDS) algorithm.

Barpanda et al [4] in his thesis work proposed a novel approach for object-oriented programs slicing through graph coloring technique. He has proposed an algorithm known as Contradictory graph colouring algorithm (CGCA).

IV. PROPOSED WORK

In the previous work of object-oriented program slicing, the algorithms proposed by different authors for computing slices of object-oriented programs are not concerned about the background processing of data that means these slicing algorithms are not handling the instructions involved in processing of the backend database. With this motivation, we propose a dynamic slicing algorithm, which is an extension of an existing algorithm Contradictory Graph Coloring
Algorithm (CGCA) for object-oriented programs [4]. We first statically construct the system dependence graph (SDG) [4] as the intermediate representation of the JDBC application program. Then graph coloring technique is used on SDG to compute the slice of an object-oriented program. Graph coloring is a method which is used for coloring the nodes so that, two nodes which shares the same edge will not have the same color. This is referred as node coloring problem [4]. Thus, according to the definition, the coloring of a graph G = (N,E) is a mapping c:N → C), where C is a set of colors, such that if (N,X) ∈ E, then c(N) ≠ c(X) [4]. The minimum number of colors needed to color a graph is known as chromatic number of graph, which is symbolically 𝜒(G) [34].

The algorithm depends upon the following assumptions:

1. Erase the condition that “two vertices sharing the same edge will not have the same color”.
2. The chromatic number of the graph, i.e. 𝜒(G)=1.

The primary cause for which we have contradicted the constraints of graph coloring algorithm is that the statements that corresponds to two nodes which shares the same edge or two edges which shares the same node can be present in the slice. Thus, only one color is sufficient to color the nodes instead of using multiple color. The concept used for coloring the nodes which are in slice produced is State Restriction and is defined as follows.

State restriction, (⊤) :- Universal view of state restriction given by Binkley et al. [5] is as follows:

Let σ is the state & V is set of variables, then σ↑V restricts σ such that it is defined only for variables of V.

\[(σ ↑ V) = \{ \begin{align*} ax & \text{ if } x \in V \\ \bot & \text{ otherwise} \end{align*} \] (1)

Since, the dynamic slice of an object-oriented program is to be computed, the issues has to be considered that may be occurred due to control dependency or data dependency. Thus, to occupy the appropriate state restriction, original definition [5] have been modified in [4] as:

"Let ‘σ’ is the given state and V be the set of variables then ‘σ’ is state restricted by V if there exists either control dependence or data dependence“. In the notation of the theory of program projection, it may be written as:

\[(σ ↑ V)_{cd||dd} = \{ \begin{align*} ax & \text{ if } x \in V \\ \bot & \text{ otherwise} \end{align*} \] (2)

Keeping PD-dependencies in consideration in the slicing of an object-oriented program which handles database, original definition [5] of state restriction have been modified as:

"If ‘σ’ be the given state and V be the set of variables then ‘σ’ is state restricted by V when there exists either program database dependence“. In the notation of the theory of program projection, it may be written as:

\[(σ ↑ V)_{pd} = \{ \begin{align*} ax & \text{ if } x \in V \\ \bot & \text{ otherwise} \end{align*} \] (3)

V. INTERMEDIATE REPRESENTATION

The system dependence graph (SDG) of the program is used as the intermediate representation. In Fig. 1, we have shown the example program which is written in java and performs the operation of inserting records in the database table. The system dependence graph (SDG) is constructed statically and it consists of several elements where the circles or nodes represent the statements of the program and the edges represent the dependencies between the nodes. The program performs the function of inserting record into the database table using PreparedStatement interface. Use of PreparedStatement interface in the JDBC application is that the DB engine will prepare a query plan for the SQL command only once; the same prepared query plan will be executed repeatedly at db so that the overhead at the db is reduced. This can help us in efficient working of the algorithm. Since, the slice of an object-oriented program for a JDBC application is to be computed dynamically, the issues has to be considered that can be occurred due to control dependency (cd) or data dependency (dd) or programdatabase dependency (pd).

Using the concept of state restriction ECGC Algorithm is presented as follows:

When a node is figured out to state restrict the slicing criterion depending upon the occurrence of the type of dependency mentioned, then it is colored.

Extended Contradictory Graph Coloring Algorithm

Input: SDG with set of nodes (n1, n2, n3, ..., nm), nc be the node which represent the slicing criterion , current state is σ of slicing criterion, V(x1, x2, ..., xj) is the set of variables.

Output: Colored nodes representing the slice on the SDG.

- Draw SDG once.
- Set the value 𝜒(SDG)=1 since we make use of only one color for computing the slice.
- Traverse backward through SDG

while (traNode ≤ nm)
  
  if ((σ ↑ xj)cd for nc), then
    color node nr which is reached from nc while traversal
  
  else if ((σ ↑ xj)dd for all xj ∈ V), then

© 2014, IJARCSSE All Rights Reserved
if reached node $n_r$ is colored, then
go to Stmt1
else
color reached node $n_r$
Stmt1: \( \text{traNode} = +1; \)
}
else if ($ \left( x_j \right)_{pd} \forall x_j \in V$), then
{
if reached node $n_r$ is colored, then go to Stmt2
else
color reached node $n_r$
Stmt2: \( \text{traNode} = +1; \)
}
• Capture the nodes those are colored at the time of traversal of graph showing the slice.

Figure 1 : An example program : Program P

Figure 2 : Corresponding SDG of the program P
A. Working of algorithm:
In this section we discuss the working of the proposed algorithm. Fig. 1 shows a sample program which depicts insertion of user defined records using PreparedStatement interface into the database table. For the given program, we first construct the SDG. Fig. 2 shows the SDG for the sample program shown in Fig. 1. During the execution of the program, SDG will be updated. In a SDG the node which represents slicing point is considered as the first node for traversing and if the node is found to contain any type of dependency or state restrict the slicing criterion then it is colored. The procedure is continued for every iteration of while loop till each & every node is traversed. As stated in the algorithm, if any node is found to be already colored then it need not be colored again even if there is state restriction with the criterion. Fig. 3 shows an updated graph in which colored nodes represent the slice of the program shown in Fig.1 with respect to the slicing criterion <20, count> and input value count>1.

VI. CONCLUSIONS
In this paper we have proposed an algorithm named Extended Contradictory Graph Coloring Algorithm for computing dynamic slices of object-oriented JDBC application program. Our approach is an extension of Contradictory Graph Coloring Algorithm. Firstly, we have proposed an intermediate representation in the form of a graph to represent the object-oriented JDBC application program. Then, we have proposed ECGCA algorithm to compute the dynamic slices of object-oriented JDBC application. Currently we have not tested our proposed algorithm. Further we would like to implement the algorithm by developing a slicing tool.
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