
© 2014, IJARCSSE All Rights Reserved                                                                                                                 Page | 72 

                            Volume 4, Issue 12, December 2014                                  ISSN: 2277 128X 

International Journal of Advanced Research in 
  Computer Science and Software Engineering 
                                                      Research Paper 
                                Available online at: www.ijarcsse.com 

Robust Software Architecture for a Fiber Network 

Monitoring System                                    

                Taner Dursun                    Özer Koray Akdemir
                                                         

Recep Benzer
*
 

TUBİTAK                                   TUBİTAK                           Gazi University Information Institute 

                      Turkey                                         Turkey                                                      Turkey  

 

Abstract— In this study, a geographic information system (GIS) based novel fiber network monitoring system (FNMS) 

has been developed to improve operation and maintenance of fiber optic networks (FONs). The main aim of the 

developed system is to provide the required capabilities for both digital modeling and central monitoring of FONs. 

During the development, some of the software modules have not been able to provide us the required functionalities. 

Hence, we have had to develop additional mechanisms in order to work around these shortcomings. This paper 

presents our FNMS development activities from a software engineering point of view. 
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I.     INTRODUCTION 

Fiber optical networks (FONs) are being increasingly employed by telecommunication infrastructures. Risks of 

security and QoS (Quality-of-Service) constraints are serious problems not only for copper or wireless communication 

technologies but also FONs [1]. 

On the other hand, there may be problems with communications due to accidental or hostile damages of the fiber 

optic cables (FOCs). As the technology evolves, QoS becomes more and more important and end users become more 

willing to sign up service level agreements (SLAs). Due to the tight constraints imposed by these SLAs, maintenance of 

the FONs with the optimized service and the estimation of the value loss caused by network breakdowns should be 

carefully concerned [2]. Minimization of MTTR is the main advantage of an FNMS which is composed of FOC test 

equipment and the related management software. The test equipment is used to continuously monitor the target network 

for identification of problems such as aging, increased splice/connector loss, etc [3].  

Providing security for traffic passing through the FON is also an important issue. Detecting hostile activities such as 

tapping [4] the FOCs is a challenging problem for an FNMS.  

Another typical capability expected from an FNMS is accurate inventory management of a FON. Because 

maintenance of up to date data related to a fiber optic infrastructure that is frequently changed is important for coherent 

administration [5]. Handling inventory data in various formats (doc, cad, pdf, etc.) and different media such as A4 paper, 

compact disc (CD), etc., is important for quick management of FONs with consistent decisions. If all stakeholders of an 

optical network can see a current and common centralized model of the network in order to perform their tasks, time and 

cost required for management will be reduced significantly [6].  

Although there are various network monitoring systems in FON market, TÜBİTAK (The Scientific and 

Technological Research Council of Turkey) BILGEM (Informatics and Information Security Research Center) has 

developed a new GIS based active FNMS [7]. There are mainly five similar systems by other companies. However, in 

addition to its flexible and robust software architecture, there is no other system with the security level supported by the 

developed FNMS that provides a great advantage for military applications [8]. 

Nearly all of the other systems include thick-client terminals. For some of them, Web base interfaces are served as a 

secondary support application for some limited operations. There is no other system composing all capability in one 

application which provides a Web based interface features except the developed FNMS. Another advantage of the 

developed system is its increased accuracy and granularity thanks to the way to locate the fault coordinates by involving 

the 3D model of FON cables [9]. In summary, the main differences of the developed system from others are the higher 

level of security provided thanks to the expertise of TUBITAK BILGEM in security issues and high accuracy in GIS 

provided with achieved improvements. 

 

II.     THE DEVELOPED FNMS ARCHITECTURE 

The architecture of the developed FNMS is shown in Fig.1. The FNMS system monitors the FON actively employing 

a central server, terminals and remote test units (RTUs). Central management server (CMS) is composed of hardware and 

software. CMS is responsible for error, performance, security, inventory, and configuration management of the system. 

All data of the FNMS is stored on the CMS. Client management units (CMUs) are clients allowing authorized access to 

CMS. They are used to display queried system data and perform management operations. Terminals access CMSs 

through secured Web channel.   

http://www.ijarcsse.com/
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Fig. 1. Logical FNMS Units 

 

Detail information of the concerned FON is sent to the CMUs through CMS with geographical coordinates and may 

be updated in case of need. Managing the system, CMS collects all data, performs all necessary analysis and serves this 

data to the users after integration with GIS data. CMS also manages the RTUs which are employed as cable monitoring 

units. RTU devices are end units located at available nodes in the FON. Their main task is to perform optical 

measurements on a bunch of selected fibers and report the measurement results and any alarms (if exists) to CMS in real 

time. RTUs perform periodic measurements on FOCs, evaluate the results and send them to CMS. Real time monitoring 

of the FON is performed to detect cable aging, breakdown or intrusion by configuring and programming these devices. 

It is possible to monitor the current system status using CMU terminals. Operators can manage FON network 

inventory and monitor network cables with these terminals. Alarm data integrated with GIS data are displayed on 

terminal screens. CMS is located in the Central Management Office (CMO) while terminals are located in the regional 

and sub-regional management offices of the service provider managing FON network. RTU locations are determined by 

optimization of measurement coverage area and they are located at related nodes of the network.  

 

2.1 FON cable monitoring methodology 

RTUs can be used to monitor more than one optical fiber. They can classify the type of problems with tested optical 

fibers and determine the alarm locations as distance data from the beginning of related cables. Geographical coordinates 

of alarm locations are calculated by employing the three dimensional (3D) geographical coordinate data of the cable 

network, previously recorded in CMS database as shown in Fig. 2. 

The RTU provides attenuation information by testing the scattering signal and provides fault distance by testing the 

reflection signal based on Rayleigh backscattering principle [10-11]. An optical signal pulse is transmitted by the RTU 

along the optical fiber, and some of scattering signal returns to the RTU again due to Fresnel reflection [10-11]. After 

receiving the scattering signal, the RTU calculates the attenuation of the optical fiber based on the strength of the 

scattering signal [12] and determines the related events on the cable such as broken point and connectors. The peaks in 

the measurement trace indicate the reflection signals [13]. RTU can provide the fault distance from the end of the cable.  
CMS
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Fig. 2. Locating cable faults. 

 

During the deployment phase of the RTU devices in the field, reference measurement traces, which represent the 

normal conditions of the related optical fibers, are performed on optical fibers connected to their ports.  RTUs are aimed 

to detect alarm conditions by making comparison of their periodic measurements with reference ones. As a result of a 

periodic measurement, events such as splice, filter, fiber start/end points, bendings are located on the measurement path. 

Thus, alarms related to cable breakdowns, aging, and intrusions, can be generated as a result of the comparison between 

reference and the current/real traces. Alarms being generated are reported to CMS and local users with their optical 

distance and alarm type info (cable breakdown, aging, etc.).  

CMS is used for the configuration (characteristic parameters of the optical fibers, test parameters, event and alarm 

detection thresholds) of the measurement path.  

 

III.       BASIC FUNCTIONALITIES AND KEY ASPECTS OF THE DEVELOPED FMNS 

This section gives detailed information about the capabilities of the system under related titles classified as OSI 

management aspects [14]. 
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3.1 Fault Management 

Fault management is composed of identification and reporting of problems within the system. Definition of 

measurements to be performed on measurement paths and management of alarm records with related traces and actions 

are covered by fault management category [15]. 

There are two types of alarm category in the system: 

¶ Device Alarm: Alarms caused by the hardware/software failure of CMS and RTU devices. 

¶ Fiber Alarm: Alarms caused by the break down, aging, bending, etc. of FON cables. 

 

It is possible to define the alarm and event detection thresholds for each optical fiber. This allows fine monitoring for 

identification of alarms on some optical fibers for specific purposes. Alarm message generated by RTU can involve 

information such as cable slack data for the measurement path of concern, 3D model info of related optical cables with 

GIS layer data, geographical coordinates of alarm location, points of interests (POIs) close to alarm location and 

customer services affected by related problem.  

External E-Mail systems can be employed to send notifications to the authorized users in case of any alarm conditions. 

Severity of alarm conditions can be modified dynamically for the system. Alarms can be reported to either external 

management systems compatible with SNMPv1 and SNMPv2 protocols or can be announced as voice alarms through 

CMU terminals. 

This management category has the following capabilities: 

¶ Collecting and keeping records of optical fiber alarms and device alarms 

¶ Definition of alarm thresholds. 

¶ Alarm Severity Configuration 

¶ Archive of Alarms 

¶ Statistical Alarm/Fault Reports 

¶ Alarm monitoring 

¶ Failure Management 

¶ Measurement Management 

 

In addition to the alarms generated by RTU, other alarms from external transmission systems can also be reported to 

CMS through alarm inputs which can be connected to the system. 

 

3.2 Inventory Management 

FON inventory items are stored in FNMS database with related location data. The following elements related to FON 

can be managed by our FNMS:  

¶ Management devices (Terminals, RTUs) 

¶ FON elements and  files attached to them 

o Cables, cable segments, optical fibers, cable slacks 

o Cable termination elements  (ODF, splice-box) 

o Cable access points (Buildings, Manholes, Poles) 

¶ Links (logical circuits composed on FON ) 

¶ FON cable profiles 

¶ Reference points 

¶ Radio-links 

 

Fig. 3 represents the fundamental inventory items stored in database and their relationships. 

 
Fig. 3. Information model for inventory items 

 

Items are modeled on different map layers within GIS subsystem. Cable coordinates are defined as latitude, longitude 

and height in 3D space. Cable coordinates are determined by field survey to be added into GIS layers as GPS coordinates. 

Maps within GIS service help operators manage inventory data efficiently. They also allow optical distances of event 

locations measured by RTUs to be transformed into geographical coordinates easily. 3D model of cables are used to 

make such a transformation possible. Within the system cable coordinates are defined in 3D space as latitude, longitude 

and height. System has various facilities to allow its users to make this transformation as shown in Fig. 4. 
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FON geographic information can be fed into the system either by using the enhanced drawing capabilities provided in 

the CMU GUI or by supporting GIS compatible format data from mobile media as shown in Fig. 4. Data collected from 

field survey is converted into standard GIS format after being preprocessed with a GIS application running on the Map 

Preprocessing Station. Then preprocessed data can be loaded into the system through any CMU terminal. On the other 

hand, it is also possible to make use of data from external GIS systems in known mapping services format. 

FON inventory items are grouped according to the hierarchy of Region, SubRegion and City. Another considerable 

property of the system is that it allows modification of inventory data by a two-level approval mechanism. Users who are 

allowed to approve the changes on items of concern are notified by the system respectively. They can either accept or 

reject the modifications. 

 
Fig. 4. Methodology for geographical data input into FNMS system 

 

3.3 Configuration Management 

Configuration management category covers the following capabilities: 

• Initialization and update of the RTU database (measurement paths, users, etc.) 

• Console port support to manage the RTU devices with low level commands 

• Remote firmware update of RTUs 

• Configuration and state management of hardware modules (hard disk, OTDR, CPU, optical cards, smart cards, etc.) 

and firmware of RTUs. 

• Performing and updating reference measurements. 

• Monitoring measurement paths and deactivate monitoring 

 

3.4 Security Management 

The system includes central user management capability based on flexible role based access control (RBAC) concept. 

User accounts defined centrally are used for user authentication. System enforces two-factor (smart card and password) 

user authentication for all FNMS devices including RMUs. Operator smart cards including X509v3 certificates are issued 

by the system itself.  

There are approximately 150 privileges (allowed operations) defined in the system. Each role includes a subset of 

privileges which can be modified. Additional privileges can be defined for users dynamically without any changes of the 

software. In other words, it is possible to configure user privileges dynamically.  

There is role hierarchy mechanism in which each role can only manage the sub roles defined by the users assigned to 

them. There are predefined roles in the system. It is possible to define customized privileges to these roles and modify 

them. A new role can either be cloned from another one or defined by declaring its privileges one by one.  

Need-To-Know based access control can also be used for FON inventory data and RTU access control. For this 

purpose, inventory items can be assigned to users dynamically. The users can execute management functions for FON 

inventory data and RTU devices only within the SubRegions for which they are authorized. Moreover, only an 

authorized subset of users is notified by the system for alarms from inventory items they are responsible for. 

There is a detailed auditing to keep records of both operations performed by the users and the system processes 

during service. 

 
Fig. 5. User interface for role definition 
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For the Security of the Communications between FNMS devices, encryption, integrity protection and authentication 

mechanisms are employed. Transport Layer Security (TLS) based protocols are used for securing communications 

between CMS-RTU, CMS-Terminals and Main-Backup CMSs. X509 certificates employed in system security (IETF 

RFC) are generated for both users and devices. The FNMS has a built-in public key infrastructure (PKI) system (IETF 

RFC) for management of these certificates where all certificates are issued by CMS. Certificates to be used for 

communications between CMS and terminals (supported RTUs) are loaded into the smart cards generated. 

TLS based secure communications between main and backup CMSs is configured by using Oracle Advanced 

Security Package (OAS). 

 

3.5 Account Management 

Especially, it is extremely important for the World of telecommunications to manage the accounts of customers in the 

networks. The developed FNMS has the capabilities for management of customer accounts, the services (voice, data, 

video, IP, Asynchronous Transfer Mode (ATM), etc.) provided through the FON network, SLA definitions signed with 

customers, and SLA realization performance of the FON network. Service downtime and related SLA violations can be 

calculated for the customer services. 

 

3.6 Performance Management 

In this category, all database of the system is located on the main CMS. Database of the backup CMS is continuously 

updated with every change in main CMS database. In case of the main CMS failure, backup CMS is activated and can 

establish connections with CMU terminals and RTU devices in a short time. The features provided by FNMS for 

performance management are listed as follows: 

• Monitoring of RTU connection status 

• Trusted session management (between CMS and RTUs) 

• Backup server capability 

• Activation monitoring of measurement paths 

• SLA management for users using links 

• Monitoring of users logged in using terminals 

• BIT Remote Device Test for supported RTUs 

 

It is possible to increase system performance by distributing software components such as database, application 

server, GIS server and user services over different computers. Since the system is Web based, bandwidth requirement for 

CMS, CMU and RTU communications is relatively low. 

 

IV.       SOFTWARE IMPROVEMENTS 

In several points, the software libraries we used have not been able to provide us the required functionalities. We have 

had to develop additional mechanisms in order to work around these deficiencies. In this section, these solutions are 

presented. 

 

4.1 FNMS software modules 

Software modules used for the management functions of the system are shown in Fig. 6. 

 
Fig. 6. FNMS software architecture 

 

System is designed to be operational on a CMS and CMUs connected with the Transmission Control 

Protocol/Internet Protocol (TCP/IP) based network. FNMS system is operable on Windows 2003 (or later) server 

operating system or Linux. It is possible to commercially provide CMS and terminals. These are composed of PC based 

hardware and related software. 

Fig. 7 is used to show the types of the CMS software components. GIS server module is deployed on CMS to store 

and manage geographical data. Application software modules operate on a Java 2 Platform Enterprise Edition (J2EE) 

based application server. Java Server Faces (JSF) pages for the application interface are implemented on Web Container. 

Data management modules are implemented as EJB (Enterprise Java Bean) and run on EJB Container. Applets located in 

web pages are used for detailed examination of smart card, voice alarm and measurement traces. 
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Enterprise Java Beans (EJB3) technology based on Java Persistency Architecture (JPA) defined in J2EE 1.5 version is 

employed. GIS operations are managed by programming interface of the Web Application Development  

Framework (ADF) [16] provided by the GIS server. For FNMS, smart card operating system (AKIS) is used with 

PKCS#11 drivers for all operations. J2EE technologies are used to make best use of the previous experience of the 

project group and to decrease dependency on any commercial technologies. Design of software modules is based on 

object oriented technologies for the advantages provided by this type of approach. JSF is a technology used for the 

display of graphical user interface (GUI) components on web pages, management of their states, data filtering, data 

formatting and page redirection. This technology allows designers to design applications with almost all GUI capabilities 

of a desktop Java application. 

Web service is used in application server for the RTU communications interface. It is necessary to show the effects of 

some operations (adding a measurement result, reporting alarms, activation of monitoring for a measurement path, 

establishing a connection to CMS, initialization) initiated from RTU user interface. Java Management Extension (JMX) 

technology is used for this purpose. This allows existing alarms to be reported to external systems as SNMP 

trap/notification easily. 

For high availability purpose, a secondary CMS can be employed. With this solution the database is automatically 

duplicated from the master server to a stand-by server. This duplication is based on the stand-by mode of Oracle. Oracle 

DataGuard technology is used to perform database backup with main/backup CMS servers. If the master server fails, it is 

only necessary to activate the FNMS server application on stand-by server manually via GUI. The RTUs and the 

terminals will automatically recognize that the stand-by server is now the master server. 

 
Fig. 7. The method for employing GIS services 

 

4.2 User interface 

Web based interfaces are used for FNMS terminals. These interfaces are developed using both IceFaces libraries 

based on JSF technology and custom components specifically designed. Applet technology is also used for some of the 

interfaces as shown in Fig. 8. 

 
Fig.  8. Terminal User Interface (FON cable drawing view) 

 

There are perspectives employed for user interfaces. Related operations are grouped under these perspectives. Web 

based interfaces employ mechanisms developed to dispatch GUI updates synchronously to all user terminals. Detailed, 

flexible and reusable filters can be defined for all types of information queries and results of these queries can be 

exported to files of different formats. Symbology filters are used to show entities on the map in different colors with 

respect to their various properties. Filters can be recorded to be reused within any part of the GUI.  

All pages have support for ontext-sensitive help. The user interfaces of CMU are designed to support Multilanguage 

by locating all message texts in resource bundle files in universal character set (UCS) transformation format-8 bit (UTF-8) 

format. RMU also has a Web based GUI which can be accessed via local console port or remote network interface. 
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4.3 3D Support patch mechanism for GIS 

3D support is one of the most important features expected from GIS tools. However it is not so easy to provide such a 

behavior. Thus, the 3D GIS platforms have been under development. For example, ArcGIS is known as a 2,5-D tool. It 

supports coordinate tuple (X, Y, Z) in data structures but not in calculations. For fine-grained calculations of geographic 

coordinates of the components of F/O network we need 3-D support. Especially, it is important to perform calculations 

related to F/O cables by using surface-length concept. This concept requires taking the 3D model of the surface where 

cables lay down into account. Otherwise, field conditions which are not flat enough cause computation errors in 

geographical coordinates of cables. 

We developed additional software relying on 2,5-D support of ArcGIS in order to store the 3-D coordinates of entities 

and use them in calculations.  Thus, all operations in the developed FNMS are based on 3-D coordinates. Moreover, by 

using interpolation concept, we also have been able to increase the number of coordinates obtained from field survey. 

This improves the accuracy of our system further. 

 

4.4 Warm standby support 

To provide high availability, we developed a backup CMS. The RTUs and CMUs can detect the master CMS 

automatically. Generally GIS server, RDBMS platforms have their own built-in availability supports. However, the 

systems like our FNMS, the developers have to consider combining these independent supports into a coherent 

mechanism. We also developed additional software that can be used for easy switch-over and fail-over between master 

and backup CMSs. In addition, we again fortified the communication between master and backup CMSs by using TLS 

communication between Oracle databases with the X509 certificates that generated by the system. 

 

4.5 GIS Performance improvement 

GIS transactions take longer than any other operations even if they are performed in 2-D model. The high number of 

alarms sent by RTUs must be processed in 3D coordinates and stored into map layers. The events are queued before 

processing, because GIS operations are time consuming operations. Then all GUIs of CMUs must be refreshed to reflect 

the current system status. Therefore, we have had to develop supporting mechanism for effective alarm processing as 

shown in the Fig. 9. 

 
Fig. 9. GIS Alarm processing architecture 

 

In order to activate some processing in Web Container side for the events originated from EJB Container side, we 

employ JMX Service already provided in standard JVM releases. All sessions are assigned a GUI Refresher Thread 

(TRefresher) triggered by a central Event Service. We have been able to realize the CMU session management and 

access control in CMS side with Spring Security. 

 

V.     EXPERIMENTAL RESULTS 

The FNMS system has been installed in field with the following features: 

¶ A CMS and its backup, each has 16 CPU cores and 32 GB RAM 

¶ 30 RTUs and 30 CMUs, 

¶ 3D model of 20.000 km F/O cable network prepared with 25.000 survey points (each has 3D geographical 

coordinates) 

¶ 1.000 optical-fiber measurement paths 

¶ 20 map layers including satellite and aerial photos  

 

The maximum CMS response time for GUI windows including maps is less than 11 seconds even in case of 20 active 

user-sessions from different CMUs. The system provides a fair alarm processing performance of 7 seconds in average as 

the alarm-consume-transaction (starting from the notification sent by RTU and ending with marking the alarm on map 

layer). However, since our RTU architecture based on time sharing use of a single OTDR module for all measurement 

paths connected to a single RTU, an increase in measurement path count results in longer time interval between two 

consequent tests for the same measurement path. This may decrease the real time detection performance of our system. 

Average time for a detailed test of an optical fiber path is approximately 30-40 seconds. 
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VI.      CONCLUSIONS 

Systems supporting the maintenance of FON networks are gaining higher importance and focus in parallel with the 

increase of employment of fiber optic technology. Alternative systems have higher prices and lack of flexibility for any 

customization. These systems have nearly no security mechanisms in addition to username and password. TUBITAK 

BILGEM has developed a FNMS to fulfill the gap. The main motivations for the development of such a system can be 

summarized as: 

¶ To achieve detailed management capability for the FON inventory 

¶ Online monitoring of the FONs to detect cable aging, breakdown or intrusion. 

 

There is ongoing development activity to come up with optimized of number of RTU devices and measurement ports 

with predetermined RTU locations in order to cover a network by considering its topology, measurement distance, 

measurement time and other operational constraints. Since the cost of an RTU port in FNMS systems is quite high, it is 

crucial to perform measurements with minimum number of RTUs.  

It is also possible to adapt the developed system for planning, modeling and monitoring of pipelines, railways, power 

line networks and transportation networks where management of location based inventory items is densely employed. 

However, the reported end-to-end cable loss is an estimate based on the assumption that backscatter level of the fiber 

link is homogenous over its length. This is often incorrect due to manufacturing variations or different fibers on each side 

of a feature. For this reason, the RTU end-to-end link loss measurements of FNMS system need to be analyzed further. 
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