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Abstract— The project schedule is the core of the project planning. Scheduling a project is extremely difficult task as 

the time needed to complete a project activity is hard to estimate. To identify the risk involvement during scheduling, 

various tools and techniques have been discovered. Simulation is an important technique for schedule risk analysis. 

This paper is aimed at implementing a simulator in C language which estimates the probability of risk during project 

completion. 
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I.     INTRODUCTION 

Project failures are the result of multiplicity  of  risks inherent in software project environment. Studies indicate that 

15 to 35% of software projects are cancelled, and the remaining projects suffer from cost overruns, schedule slippage, or 

failure to meet their project goals [1]. Risk is a probability of occurrence of some unwanted and harmful event to the 
project. These events can result in delay, over budget, wrong functionality or termination of the project, degradation in 

product functionality & quality and high maintainability and reusability cost. Reference [2] defines risk as “In the context 

of software engineering and development, risk can be defined as the possibility of suffering a diminished level of success 

within a software dependent development program. 

Boehm identified 10 software risk items to be addressed by software development projects: 

 Personnel shortfalls 

 Unrealistic schedules and budgets 

 Developing the wrong functions and properties 

 Developing the wrong user interface 

 Gold plating (adding more functionality/features than is necessary) 

 Continuing stream of requirements changes 

 Shortfalls in externally furnished components 

 Shortfalls in externally performed tasks 

 Real-time performance shortfalls 

 Straining computer-science capabilities [3]. 

 

II.    RISK MANAGEMENT PROCESS 

The goal of risk management is to identify, analyze, prioritize, and mitigate potential problems with sufficient lead 

time to avoid crisis situations. The risk management process comprises all the activities required to identify the risk that 

might have a potential impact on the software project.  

 Risk Identification- It is the process of specifying the threats to the project plan. It consists of listing all the risks 

that can adversely affect the successful execution of the software project. 

 Risk Analysis- During the risk analysis step, each risk is assessed to determine: 

probability of hazard's occurring. 

the effect that the resulting problem will have on the project. 

have a higher priority than similar risks in later activities)  

 Risk Prioritization- Risk Prioritization ranks risk factors by probability, impact, and/or the time frame. A priority 

scheme enables to devote limited resources only to the most threatening risks. Priorities are based on the risk 

exposure, which takes into account not only likely impact but also the probability of occurrence. 

Risk Exposure = Risk Likelihood * Risk Impact 

 Risk Mitigation- Risk Mitigation is concerned with developing and implementing strategies to handle risk factors. 

Mitigation is usually concerned with reducing either the probability of occurrence of a potential problem or reducing 
the impact of the potential problem. One way is to calculate and compare Risk Leverage Factors (RLF). RLF is 

calculated by calculating the risk exposure before mitigation, the risk exposure after mitigation, and dividing the 

difference by the cost of mitigation. 

RLF = (REbefore – REafter) / (cost of mitigation) 

http://www.ijarcsse.com/
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Fig. 1 Project Risk Management Process Map [4] 

 

III.      Risk Identification Techniques 

The identification of risks requires a systematic review of the entire project during which the technical, cost, and 

schedule risks are evaluated. Some techniques for identifying risk factors are-  

 Checklists - Checklists can be used to identify risk factors. They can be used by individuals, in group meetings. The 

risk taxonomy developed at SEI is one of the best checklists for risk identification.  

 Brainstorming - Brainstorming is widely used technique for generating risk factors.  It is quite easy for a group of 
individuals to generate long lists of risk factors in a one or two hour of brainstorming session.  

 Expert judgment - Expert judgment relies on the expertise and past experiences of group of experts. The biases 

(both optimistic and pessimistic) of the experts should be taken into account while risk factors are discussed.  

 SWOT- SWOT stands for Strengths, Weaknesses, Opportunities and Threats. Four lists are prepared, one for each 

of S, W, O, and T. A SWOT analysis can identify opportunities as well as risk factors. 

 Analysis of assumptions and constraints - Assumptions and constraints for both the process and the product 

should be enumerated and examined for risk factors. 

 Lessons-learned files - Lessons-learned files are prepared as a project termination activity for each project. Risk 

factors identified throughout the life cycle of the project should be included in the lessons-learned. 

 Effort, cost, and schedule estimation - Effort, cost and schedule estimation models can be used in several ways to 

identify risk factors for the project. 

 Schedule analysis - Analysis of the project’s schedule network can be used to identify risk factors associated with 

the project.  

 IV.     Simulation of The Project Schedule Activity Network 

Each activity of the project schedule network is specified by its starting node, finishing node, and three time 

estimates- Optimistic, Most Likely, Pessimistic given by software development experts. Once the activities duration 

ranges and distributions have been determined, the schedule risk analysis can determine the risk during the project 

schedule. The most common method of determining schedule overrun risk is to simulate the project by iterating it 

hundreds or thousands of times on the computer. It was assumed that the duration of every activity (k) is normally 

distributed with mean µk and standard deviation σk. The sample time durations of each activity (k) of the project for 

different runs are drawn using Box- Muller transformation. During each run, it estimates the time duration tk for each of 

the kth activity with different sample of s during each run. 

tk = s * σk + µk 
where σk and µk are the standard deviation and mean, respectively, for the kth activity and s is the desired sample from the 

standardized normal distribution. 

s = sqrt (- 2 ln (rn1) ) cos(2 pi * rn2) 
Where (rn1, rn2) is a pair of random numbers in the range (0, 1). A sample of s is created by implementing a random 

number generator. 

A. Algorithm 

1. Read input data for activity network corresponding to given project consisting of n activities (topologically ordered) 

and m nodes, and number of simulation runs, mean time and variance for each activity. 

2. Determine the critical path and critical activities through network. 

(i) Perform the forward pass through the activity network. 
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(ii) Perform the backward pass through the activity network. 
3. Initialize the simulation run counter. 

4. Generate random input data (by invoking a random number generation routine) using the Box-Muller transformation 

to generate random samples of time for each of the kth activity. 

5. Compute probability of risk during project completion.  

(i) Calculate the z value 

z = (Scheduled time - ∑mean time of critical activities) 

√∑variance of critical activities 
(ii) Convert z values to probability using standard normal probability table or graph.. 

6. Update the simulation run counter. 

7. If the simulation run count is less than the number of simulation runs (as read in step1), then go to Step 4 for the next 

simulation run. 
8. Print all risk indexes. 

 

 

  

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Flowchart of the Proposed Work 
 

V. RESULTS 

Input: Read three time estimates, mean time and variance of each activity corresponding to the given activity network. 

  
Fig. 3 Activity Network for Project 
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Table I shows three time estimates, mean time and variance of each activity for given project consisting of 7 nodes and 
11 activities.   

Table I 

Three Time Estimates, Mean Time and Variance of Activities  

Activity 
Optimistic 

Time 

Most 

Likely 

Time 

Pessimistic 

Time 

Expected 

Time 
Variance 

1-2 5 8 12 8.17 1.36 

1-3 5 7 10 7.17 0.69 

1-4 2 5 7 4.83 0.69 

2-4 2 3 6 3.33 0.44 

2-6 4 6 7 5.83 0.25 

3-4 8 11 15 11.17 1.36 

3-5 9 12 14 11.83 0.69 

4-6 4 9 14 9.00 2.78 

4-7 9 12 17 12.33 1.78 

5-7 8 10 15 10.50 1.36 

6-7 6 8 10 8.00 0.44 

 

Output:  

Table II shows generated time durations for each activity with different value of S during each run. 

 

Table II 

Generated Time Durations of Activities During Each Simulation Run 

S                      0.93             0.72      0.62         1.77             1.54             1.62             0.66             0.19              1.36            

1.83 

Activity Generated Time Duration of Activities 

1-2 9.25 9.01 8.89 10.23 9.96 10.06 8.94 8.39 9.75 10.30 

1-3 7.94 7.77 7.68 8.64 8.45 8.52 7.72 7.33 8.30 8.69 

1-4 5.60 5.44 5.35 6.30 6.11 6.18 5.38 4.99 5.96 6.36 

2-4 3.95 3.81 3.74 4.51 4.36 4.41 3.77 3.46 4.24 4.55 

2-6 6.29 6.19 6.14 6.71 6.60 6.64 6.16 5.93 6.51 6.75 

3-4 12.25 12.01 11.89 13.23 12.96 13.06 11.94 11.39 12.75 13.30 

3-5 12.60 12.44 12.35 13.30 13.11 13.18 12.38 11.99 12.96 13.36 

4-6 10.55 10.21 10.04 11.95 11.56 11.70 10.10 9.33 11.26 12.05 

4-7 13.57 13.30 13.16 14.69 14.38 14.49 13.21 12.59 14.14 14.77 

5-7 11.58 11.35 11.22 12.56 12.29 12.39 11.27 10.73 12.08 12.64 

6-7 8.62 8.48 8.41 9.18 9.02 9.08 8.44 8.13 8.90 9.22 

 

Table III shows total project completion time, z value, risk probability for different value of S during each run. 

 

Table III 

Risk % for Different Values of S During Each Run 

Project 

Completio

n Time 

 

39.36 

 

38.49 

 

38.03 

 

43 

 

42.01 

 

42.37 

 

38.21 

 

36.19 

 

41.23 

 

43.28 

Z Value 0.27 0.65 0.85 -1.31 -0.87 -1.03 0.77 1.65 -0.53 -1.42 

Risk 

Probability 
0.39 0.26 0.2 0.9 0.81 0.85 0.22 0.05 0.7 0.92 
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Fig. 4 shows graph depicting the relationship between Z value and risk probability. 
 

Fig. 4 Risk versus Z Value Graph 

 

Fig. 5 shows graph depicting the relationship between total project completion time and risk probability. 

 

Fig. 5 Risk versus Project Completion Time Graph 

 

VI.     Conclusion and Future Work 

The higher the time it takes to complete the project, the smaller is the z value and the greater is the risk involved in 

the project. As an alternative to this technique  and  to   provide a greater degree of flexibility in  specifying activity 
durations, we can  use MONTE - CARLO SIMULATION  technique to  evaluate the risks of not  achieving deadlines. It   

involves  calculating activity times for a project network a large number of times, each time selecting activity times 

randomly from a set of estimates. 
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