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Abstract: Association rule mining is the most important technique in the field of data mining. The main task of association rule mining is to mine association rules by using minimum support thresholds decided by the user, to find the frequent patterns. Above all, most important is research on increment association rules mining. The Apriori algorithm is a classical algorithm in mining association rules. This classical algorithm is inefficient due to so many scans of database. And if the database is large, it takes too much time to scan the database. This paper presents many improved Apriori algorithm to increase the efficiency of generating association rules.
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I. Introduction

1.1. Association Rules

Association rule mining is the efficient method which is used in finding the association rules. These association rules describe the associations between the attribute values of any item set. They can be found by means of various methods among which support and confidence [10], [11] will be considered as the optimized methods in finding them. The key to find the association rules is to find all the frequent item sets present in the given transactional record by means of the minimum support threshold. An association rule is best expressed by means of the expression X -> Y. It means that for any occurrence of item X present in the database there is relatively high probability of occurring the item Y. Here X is called as antecedent and Y is called as the consequent. The strength of such rule can only be calculated by means of its support and confidence.

Support

Support of an association rule is defined as the percentage/fraction of records that contain X Y to the total number of records in the database. Support(s) is calculated by the following formula:

\[
\text{Support}(XY) = \frac{\text{Support count of XY}}{\text{Total number of transaction in D}}
\]

Support is used to find the strongest association rules in the item sets

Confidence

Confidence is another approach for finding the association rules. Confidence of an association rule is defined as the percentage/fraction of the number of transactions that contain X Y to the total number of records that contain X, where if the percentage exceeds the threshold of confidence an interesting association rule X => Y can be generated.

\[
\text{Confidence (X|Y)} = \frac{\text{Support (XY)}}{\text{Support (X)}}
\]

(A) Positive Association Rules

The normal convention in discovering the association rules is by means of any frequent item sets that are present in the given transactional database. The rules that are normally obtained by means of using minimum support threshold and minimum confidence threshold are generally referred as the positive association rules and the rule is of the form \( \neg A \rightarrow \neg B \). That means that they are capable of associating one element to the other element in a given set of transactional records.

(B) Negative Association Rules

Contrary to the positive association rules described above, negative association rules are defined as the rule that involves the absence of item sets. For example, consider \( A \rightarrow \neg B \), here \( \neg \) indicates the absence of an item set B in a set of given transactional records. The rules of the forms (A \( \rightarrow \neg B \), \( \neg A \rightarrow B \) and \( \neg A \rightarrow \neg B \)) are negative association rules [12].
**C. Performance on Scaling**

If the no of transactions increased, performance is not scaled with increasing transactions. Scalability is an important factor which is difficult to implement with algorithms of association rule mining.

In this paper we are trying to remove these problems, as well as include database security.

**III. Literature Survey**

**3.1. Apriori Algorithm**

Apriori algorithm was first proposed by Agrawal in [20]. Apriori is more efficient during the candidate generation process [19]. It uses a breadth-first search strategy [25] to count the support of item sets and uses a candidate generation function which exploits the downward closure property of support. Apriori uses pruning techniques to avoid measuring certain item sets, while guaranteeing completeness. The Apriori algorithm is based on the Apriori principle [24], which says that the item set X containing item set X is never large if item set X is not large. Based on this principle, the Apriori algorithm generates a set of candidate large item sets whose lengths are (k+1) from the large k item sets (for k≥1) and eliminates those candidates, which contain not large subset. Then, for the rest candidates, only those with support over minimum support threshold are taken to be large (k+1)-item sets. The Apriori generate item sets by using only the large item sets found in the previous pass, without considering the transactions.

The Apriori algorithm takes advantage of the fact that any subset of a frequent item set is also a frequent item set. The algorithm can therefore, reduce the number of candidates being considered by only exploring the item sets whose support count is greater than the minimum support count. All infrequent item sets can be pruned if it has an infrequent subset. In the process of finding frequent item sets, Apriori avoids the effort wastage of counting the candidate item sets that are known to be infrequent. The candidates are generated by joining among the frequent item sets level-wisely, also candidate are pruned according the Apriori property. As a result the number of remaining candidate item sets
ready for further support checking becomes much smaller, which dramatically reduces the computation, I/O cost and memory requirement. The Apriori algorithm uses a bottom-up breadth-first approach to find the large item set. In Apriori, in each iteration (or each pass) it creates a candidate set of large item sets, counts the number of occurrences of each candidate item set, and then decides large item sets based on a pre-determined minimum support. In the first iteration, Apriori simply scans all the transactions to count the number of occurrences for each item. Minimum support and minimum confidence are two important indicators of association rules. The algorithm uses apriori principle to generate candidate k-item sets from frequent (k-1)-item sets, and prunes candidate item sets. Through the support counting, get candidate k-item sets. Then the candidate k-item sets generate frequent (k-1)-item sets, so back and forth, until the frequent item sets cannot be produced.

3.2. MSApriori

Association rule mining is an important model in data mining. Its mining algorithms discover all item associations (or rules) in the data that satisfy the user-specified minimum support (minsup) and minimum confidence (minconf) constraints. Since only one minsup is used for the whole database, the model implicitly assumes that all items in the data are of the same nature and/or have similar frequencies in the data. This is, however, seldom the case in real life applications. In many applications, some items appear very frequently in the data, while others rarely appear. If minsup is set too high, those rules that involve rare items will not be found. To find rules that involve both frequent and rare items, minus has to be set very low. This may cause combinatorial explosion because those frequent items will be associated with one another in all possible ways. This dilemma is called the rare item problem. The MSApriori Technique allows the user to specify multiple minimum supports to reflect the natures of the items and their varied frequencies in the database. In this model, the minimum support of a rule is expressed in terms of minimum item supports (MIS) of the items that appear in the rule. That is, each item in the database can have a minimum item support specified by the user. By providing different MIS values for different items, the user effectively expresses different support requirements for different rules.

3.3. MCISI Algorithm

A sporadic rule is an association rule which has low support but high confidence. In general, sporadic rules are of rare occurrence but high value in many cases. Of the two types of perfectly and imperfectly sporadic rules, imperfectly sporadic rules are more difficult to mine. Until now the problem of mining imperfectly sporadic rules has not been solved completely. To discover imperfectly sporadic rules, in [32-33] the authors have divided the imperfectly sporadic rules into four types including: (1) rules have both frequent and infrequent item sets in its antecedent and consequent; (2) rules have only frequent item sets in both its antecedent and consequent; (3) rule have only frequent item sets in its consequents and infrequent item sets in its antecedents; and (4) rules have only infrequent item sets in its consequents and frequent item sets in its antecedents. The authors then proposed the MIISR algorithm to discover rules of the type 3 above. Mining imperfectly sporadic rules of the types 1 and 2 is open while meaning of imperfectly sporadic rules of the type 4 is very poor. Search space for mining imperfectly sporadic item sets with two thresholds includes item sets, which are created from the set of frequent items for maxSup in combination with themselves and with the set of infrequent items for maxSup but frequent for minSup. Based on the search space, the MCISI algorithm will find closed imperfectly sporadic item sets with two thresholds under the approach of the CHARM algorithm [39]. It performs a search over a novel Itemset-Tidset search space by removing all item sets which are not imperfectly sporadic item sets with two thresholds and are not closed. The MCISI algorithm was proposed to find closed imperfectly sporadic item sets with two thresholds. This will enable the finding of many imperfectly sporadic rules which cannot be done by other algorithms such as MIISR algorithm.

3.4. Apriori with Systematic rules

Systematic algorithm has been proposed in this paper[1]. In this algorithm, the user is not allowed to specify any minimum support threshold values to find the frequent patterns; instead the system itself generates he minimum threshold values, thus plugging the loophole of other algorithms. Using this approach, the user is well aware of entire information aiding him to take correct informed decisions. They also introduce the concept of timing algorithm along with the systematic algorithm, which will statically assign a unique value to each record of the transactional database. This technique is mainly used to save time by scanning through the entire transactional database only once rather than making multiple scans. The benefit of one scan database leads to better performance and minimization of time and with the help of systematic algorithm to discover patterns using highest support values in the systematic table. This will take any dataset as input, and a systematic table is constructed for every transaction in the provided in the dataset.

The systematic tables for every item sets involved in the datasets are calculated by the following conditions -

\[
\text{Supp} (A \rightarrow B) = \text{Supp} (A) + \text{Supp} (B) + \text{Supp} (A \cup B) \quad \ldots \ldots \text{(1)}
\]

\[
\text{Supp} (A \rightarrow B) = \text{Supp} (A) - \text{Supp} (A \cup B) \quad \ldots \ldots \text{(2)}
\]

\[
\text{Supp} (\neg A \rightarrow B) = \text{Supp} (B) - \text{Supp} (A \cup B) \quad \ldots \ldots \text{(3)}
\]

\[
\text{Supp} (\neg A \rightarrow \neg B) = 1 - \text{Supp} (A) - \text{Supp} (B) + \text{Supp} (A \cup B) \quad \ldots \ldots \text{(4)}
\]
3.5. HMT (Hash Mapping Table)

(a) Building process
1. Take the data set line by line, according to the list separator to separate the items.
2. Inquire the HMT whether it has that item.
3. If the item already present, ignores it; or else, adds it into the HMT through the hash.

The above process can incorporate with the compression of data set, the incorporated process is following:
1. Take the data set line by line, according to the list separator to separate the items.
2. Inquire the HMT whether it has that item.
3. If the item already present, ignores it; or else, adds it into the HMT through the hash.
4. At the same time, include the compressed data into the memory map of the data set.

(b) Processing and analysis HMT

In the Apriori algorithm, when utilize the HMT to compress the data sets, the processing of item sets have become the treatment of integer data. That incorporates the comparison of item sets, HASH computer, the generation of subsets etc. When compress the item sets, it will expend some handle time, but the time of support counting in Apriori is more than the compress time.

IV. Conclusion and Future Scope

Association mining rules are very useful in applications going beyond the standard market basket analysis. We have shown here various Apriori algorithms used to find frequent items in a given transaction of database. Since Apriori algorithm was first introduced and as experience was pile up, there have been many attempts to devise more efficient algorithms of frequent itemset mining. Many algorithms share the same idea with Apriori in that they generate candidates. These include hash-based technique, partitioning, sampling and using vertical data format. Hash-based technique can minify the size of candidate itemsets. Further hash based methods can be combined with Apriori algorithm to reduce time and space complexity.
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