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Abstract— In the past few decades with the rapid development in the Internet, dependency of new application areas
on computer network have emerged. Simultaneously, extensive progress in the application areas like business,
financial, medical, security sectors made us relying on the computer networks. It is important to secure system for
which we require strong Intrusion detection system which is capable of monitoring network which carries huge
amount of data in the form of packets as well as report malicious activity occur in the system. Intrusion Detection
System based on Artificial neural network is a very active field that detect normal or attack connection on the
network. Self organising maps is better approach for detecting denial of service and probe attacks but not user to root
and root tolocal attacks . Multi-Layer Perceptron based on Back Propagation is capable of detecting denial of service,
probe attacks, user to root and root to local attack based on the features describing connection in the KDD 99. Result
of the proposed system not only detect attacks but also classify them in 6 groups with the accuracy of approximately
83% with the two hidden layers in the neural network. And also see how live detection of ICMP attacks using Snort
IDS.
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I. INTRODUCTION

The explosive growth of the Internet, the emergence of new application areas , and the huge amount of data transfer
between different areas, such as science, business and medical , have led to rise of security issue to help users to have
secure data transfer along the network. For which we require to build capable enough network intrusion detection system.
Network intrusion detection system inspects all the incoming and outgoing traffic and identifies malicious pattern that
indicates network attack from someone that is not authorized to break in to system[3]. An artificial neural network is
composed of many neurons that are linked together according to specific network architecture. The objective of the
neural network is to transform the inputs into meaningful outputs. The result is determined by the characteristics of the
nodes and the weights associated with the interconnections among neurons. By modifying the connections between the
nodes the network is able to adapt to the desired outputs[4]. The most current approach for intrusion detection is rule-
based. Basically, Rule based depends on predefined rules that are provided by system administrator, expert or simply
generated by system. It provides definitive results only if characteristics which are audit match those stored in rule-based.
But ANN get results based on the analysis it conducts on information provided. Basically it provides probability
estimation based on characteristics it has been trained to recognise. The accuracy gained by neural network can be 100 %
and it totally depends on maturity it gains from analysing examples of the problem[5]. One approach to the design of
network intrusion detection system is analyzing print left by user after he leave the system .If user behavior does not
match his print. The system is alerted for possible attack. Here they provide training by back propagation algorithm using
identification of the user. and result they get is fairly good but as there many users using the same system, the network
has to make finer distinction. But main problem occur is any activity differ from user normal behavior is treated as
anomaly. Another approach which prove to be better is trained the neural network based on the feature used to describe
the connection and then by extracting features frequently appearing in the attacks provided as input and output of neural
network will be number of attacks types.

Network intrusion detection system based on artificial neural network not only detects normal or attack connection

but also classify the attacks into attack types. For training BackPropagation algorithm is used. Backpropagation is
proposed by David E. Rumelhart Geoffrey E. Hinton Ronald J. Williams. Backpropagation with 2 hidden is implemented
which not only divide the data in to normal or attack but also provide solution to more general problem by classifying the
attacks in to attack types. Batch update of weights provide advantageous to weight correction term and it is relatively
simple to implement and we can easily reduces the computing by choosing small weights in the beginning,
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Il. PROPOSED SYSTEM
We propose Network intrusion detection system which is based on artificial neural network which not only detect attacks
from dataset but, also classify them into attack types. Network intrusion detection system(NIDS) is having aim to
develop a prototype system which on the one hand detects attack or normal connection an on the other classify the
attacks category in to attack types. In this section, we describe briefly the general architecture of the NIDS based on
artificial neural network Figure 1 presents the NIDS based on Artificial neural network architecture.
The system consists of layers: KDD 99 database, preprocessing, classifier. training, knowledge base and classification
into attack types.
e The KDD 99 dataset is used where each network connection is described by 41 features. And is the only labeled
datasets available for the peoples working on Intrusion detection system.
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Figure 1. NIDS based on artificial neural network System

e The Preprocessing consists of normalization and labeling of database to make it suitable for providing it as
input to classifier.

e The Classifier: This module provides the processed data for training to the neural network and draws the
conclusion about the detection of intrusion.

e The Training layer provides training to the neural network. The algorithm used is MLP backpropagation from
WEKA tool box.

e The Decision layer provides the detection rate and false alarm rate of the network intrusion detection system.

e The Knowledge Base layer -This module serves for the training samples of the classifier phase. As you know,
the artificial neural networks can work e ectively only when it has been trained correctly and su ciently. The
intrusion samples can be perfected under user participation, so the capability of the detection can improve
continually

So these systems not only detects attack or normal connection but also classify them in six attacks .category and provide
user with detection rate of each attack along with its false positive rate and false negative rate. Now for showing real time
detection of attacks we are using modified signature apriori algorithm and Snort IDS but here we are assuming incoming
packets are only icmp packets. The server generates alarm, when attacks sent from the client are detected. The server
then Kills the process and shutdown client machine.

2.1 DATABASE

This is the data set used for the Third International Knowledge Discovery and Data Mining Tools Competition built for
network intrusion detection. Since 1999, KDD’99 has been the most widely used data set for the evaluation of anomaly
detection methods. This data set is prepared by S. J. Stolfo. It is based on the data captured in DARPA’98 IDS evaluation
program. Each connection record in the data set is represented using combination of 41 comma-delimited set of features
and a label of that record. Label indicates whether the record is normal or an attack. All attacks fall into 4 main
categories: Denial of Service (DOS), User to Root (U2R), Remote to Local (R2L) and Probe[8].

. Denial of Service (DOS) Attacks: It is an attack in which the attacker makes some computing or memory
resource too busy or too full to handle legitimate requests, or denies legitimate users access to a machine.

o User to Root Attack (U2R): It is a class of exploit in which the attacker starts out with access to a normal user
account on the system and is able to exploit some vulnerability to gain root access to the system.

o Remote to Local Attack (R2L): It occurs when an attacker who has the ability to send packets to a machine

over a network but who does not have an account on that machine exploits some vulnerability to gain local
access as a user of that machine.

o Probe Attack: It is an attempt to gather information about a network of computers for the apparent purpose of
avoiding its security controls.
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I11.IMPLEMENTATION
This system not only detects normal or attack connection but also classifies them into six groups and provides alarm rate
of each attack along with its false positive rate and false negative rate. And using modified signature apriori algorithm
rule generated for icmp packets and best matches are found using this we can detect icmp attacks because here we
assuming incoming packets are only icmp packets and attacks are detected by Snort IDS.

3.1 MLP Algorithm
Multilayer Perceptron classifier used back propagation algorithm to train neural network. We can easily monitored

neural network during training. Basically network is formed by nodes which are in input, hidden and output layers. Here
all the nodes comprising the neural using MLP are sigmoid. The network trained by back propagation used nodes which
are the processing unit they all work together toto produce the output. MLP using back propagation learned by set of
weights for predicting the class label here the class label is attacks of each connection. Neural network formed by MLP
comprises of input, one or more hidden and an output layer. Here input layer denotes attributes that to be measured for
each values that to be trained. When we passed input through the input layer firstly nodes are weighted and produced to
hidden layer simultaneously. Now, the output of hidden layer can be feed directly as input to other hidden layer or taken
as output[3].

Mainly backpropagation calculates derivative of all the values of target with respect large set of database which is
provided as input. These values are actually used for pattern classification. For better accuracy we have to reduce the
training time of neural network and also consider size of the input to be small.

Algorithm for MLP
Step 1:
Feed the input data which should be in attribute relation file format as we are using WEKA tool box for
implementing MLP calculate activation for all inputs, name it as a and u.

Step 2:
Calculate derivative for all tuples using formula.
A = - Nj
Step 3:

Now Backpropagate derivative to get error terms for hidden layers using the formula

= Nj A

Step 4:
Calculate updated weight using:

+1 = +
+1 = +

3.2 The Modified Apriori approach

By observing attack signatures, some attack signatures depend on other previous attack signatures. This is due to the
new attack is a derivative from the previous attack. So far as we know, there are at least two kinds of attacks have this
property. For the first case, a new attack is variation of an existing attack[1]. The steps of how to find out frequent k-item
sets will be as follow. At the first step, all of the frequent items are find. And then we use a simplified way to scan the
database in order to find the count of occurrence of each item, and consider those that meets the minimum support.
Secondly, we find the candidate n-item sets by detecting all of the possible combinations of the frequent items with
already known signatures, and find if they meet the minimum support requirement. Then, append this n item sets from
right. We can first append the backward, until the minimum support is unsatisfied. Then, we append forward, and stop
when the same condition occurred. Finally, the maximum length of frequent-item set can be mined by our method. When
the minimum support decreases, the processing times of algorithms increase because of the total number of candidate
item sets increases. Our algorithm is faster than the Signature Apriori no matter what the minimum support is. The reason
is that the number of candidate 1-itemsets is not very large. Therefore, in the real environment, there are not too much
candidate item sets to be generated during each pass of finding signatures.

One of the approaches of developing a network safety is to describe network behavior structure that point out
offensive use of the network and also look for the occurrence of those patterns. While such an approach may be
developed from detecting different types of known intrusive actions, it would allow newtypes of attacks to go invisible.
As a result, this leads to a system which monitors and learns normal network behavior and then detects deviations from
the normal network behaviour [2]

IV PROPOSED FRAMEWORK
Proposed system divided into two parts in first part we are detecting and classifying attacks using MLP backpropagation
algorithm. And in the second part real time detection of icmp attacks .By assuming icmp packets using modified apriori
algorithm rule is generated and using Snort IDS we can detect the attack and if the attack detected in client machine in
the response server machine Kills the process and shutdown the client machine.
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Figure 1 Network intrusion detection system based on Artificial neural network

In MLP part firstly we have to select two file on is text file and another is in arff format. Text file is used to count the
attacks for comparison with the MLP output. Arff file format is provided as input to the MLP and after selecting file.
Data labeling is performed and normal is represented as +1 and attack is -1. And we can easily see the output of data
labeling given in figure 2.

[£] Data Labeling = [

Data Labeling

O, OO, O O, O 06, 00, 000, 255, T, OO, O 05, 0 00, OO, O, T O, OO, OO =T
00,0.00,0.00,0.05,0.07,0.00,255,8,0.03,0.07,0.00,0.00,1.00,1.00,0.00,0.00,-1
,0.00,0.00,0.00,1.00,0.00,0.20,255,255,1.00,0.00,0.00,0.00,0.00,0.00,0.00,0.00 -1
.00,0.00,0.00,0.00,1.00,0.00,0.00,221,76,0.34,0.01,0.34,0.00,0.00,0.00,0.00,0.00,-1
|00,0.88,1.00,0.00,1.00,0.00,255,1,0.00,1.00,0.00,0.00,0.08,0.00,0.90,1.00,-1
0,0.00,1.00,1.00,0.08,0.06,0.00,255,11,0.04,0.07,0.00,0.00,0.00,0.00,1.00,1.00,-1
\0.00,0.00,0.07,0.08,0.00,255,9,0.04,0.06,0.00,0.00,1.00,1.00,0.00,0.00,-1 Status
0,0.00,0.00,1.00,0.00,1.00,2,129,1.00,0.00,1.00,0.50,0.00,0.00,0.00,0.00 -1
:00,0.00,0.00,0.67,0.67,0.00,67,63,0.22,0.07,0.22,0.03,0.00,0.02,0.00,0.00,-1
0,0.00,0.00,0.00,1.00,0.00,0.00,255,255,1.00,0.00,1.00,0.00,0.00,0.00,0.00,0.00,-1 el
00,0.00,0.00,0.08,0.08,0.00,255,17,0.07,0.08,0.00,0.00,1.00,1.00,0.00,0.00,-1
,0.00,0.00,0.20,1.00,0.00,0.40,101,101,1.00,0.00,0.01,0.00,0.00,0.00,0.05,0.05 -1
00,0.00,0.00,1.00,0.00,0.00,52,190,0.63,0.08,0.02,0,02,0.00,0.00,0.00,0.00,+1
.00,0.00,0.00,1.00,0.00,0.00,78,255,1.00,0.00,0.01,0.04,0.00,0.00,0.00,0.00,+1
0,0.00,0.00,0.11,0.06,0.00,255,10,0.04,0.08,0.00,0.00,1.00,1.00,0.00,0.00,-1
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Figure 2 Data labelled in KDD99 database

After performing data labelling we can easily get the input count of each attack along with its category and the output
which is the count and category is given in the table format by clicking button labelled as MLP input. Now after this we
will run MLP algorithm which provide in the result count of each attack and its category which is the output of MLP
actually output of MLP is confusion matrix in which its diagonal provides the count of each attack. For showing it in the
table we just fetch the diagonal values. And display it by matching it with attribute label. We easily get the result which
is in the table format. And after MLP output it is required to get the detection rate of the proposed system along with the
false positive rate and false negative rate of each attack which is also calculated by the clicking the button labelled
detection results. Now second part of the system deals with real time detection using Snort IDS we are detecting only
icmp attacks because here we are assuming incoming packets are only icmp packets and using modified signature apriori
algorithm rule are generated for icmp attacks and stored in the IDS which helps to detect the attacks.The framework for
real time detection is given below in figure 3.
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Figure 3 Real time detection using Snort

As above framework work in real time to detect icmp attacks we required two system which are connected by RJ 45 that
is in the lan on one system where proposed system running is named for convenience server and from the system where
icmp packets are generated using ping command is client and steps to be followed is given below.

. Server side:

1) Selection of ICMP text file.

2) The minimum support count is set to 2.

3) The user has to set the minimum confidence count.

4) The large item set and candidate set are generated.

5) Rules and confidence are created based on the signature value.

6) Detection process and snort is started.

7) Server will show the detection result in the IDS frame.

8) Server will kill the client process which is sending the attacks that is command prompt.

9) Server will shutdown the client machine.

Client side:
1) Ping the server machine.
2) Command prompt closed.
3) Client machine will shutdown.
V. EXPERIMENTAL EVALUATION

5.1 PERFORMANCE EVALUATION FOR NIDS USING MLP

First part of system consists of network intrusion detection system (NIDS) using MLP. Performance of the system can
be evaluated in terms of detection rates. For this firstly we have to calculate actual count of each attack in the database.
Which is given in the table 1 .After this we will calculate count of each attack using MLP. Now after having actual count
and count by MLP we calculate detection rate of the system along with this we will calculate false positive and false
negative of each attack.

Table 1 Actual count and category of attack

Attacks Count Category
Smurf 19 DOS
Teardrop 13 DOS
Satan 13 U2R
Guest 46 R2L
Buffer ver_flow 18 R2L
Warezclient 11 PROBE
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Now after running MLP we get output in the form confusion matrix. From confusion matrix where diagonal shows count
of each attack, we fetch the count and formulated in the table 2.

Table 2 MLP count and category of attack

Attacks Count Category
Smurf 19 DOS
Teardrop 13 DOS
Satan 12 U2R
Guest 9 R2L
BufferOver_flow 18 R2L
Warezclient 9 PROBE

Now we will calculate false positive rate and false negative rate of each attack and formulated in the table 3.

Table 3 Detection rate, false +ve rate, false 1 ve rate of each attack

Attacks Detection rate Falsei ve False +ve rate
Smurf 100% 0.0 0.0

Teardrop 100% 0.0 0.0

Satan 92.31% 0.0 0.0

Guest 19.56% 0.839 0.071

Buffer 100% 0.077 0.0050
Warezclient 81.82% 0.0 0.0

Now the result of Second part of system which is real time detection using Snort IDS.Where we are generating rules
for icmp attacks using modified signatures apriori algorithm.

Rules generated are stored in Snort IDS which helps server to detect the error by comparing incoming icmp packets
with the rules generated for icmp attack and in response if attack detected server shut down the client PC and provided
necessary information about client PC which is time, date, attack and IP address form where the attack is entering the
system and the result shows in the command prompt. Example when we run Snort Ids to detect icmp attacks is given in

the figure

2] lds Frame_
05/27-16:07:48 582007 [ [1:382.7] ICHIP PING Windows [*] [Classification: Misc aciiy [Priority: 3] ICIP} 192 166.1 16 -= 192168.1.14
05/27-16:07:50.584888 [ [1:362.7] ICHIP PING Windaws [] [Classification: Misc acivit] [Priorit: 3] ICIP) 192.168.1.16 -» 192.168.1.14
05/27-16:07:51508842 [ [1:382.7] ICHIP PING Windows [*] [Classification Misc aciiy] [Priority: 3 ICIP} 182.168.1.16 -» 192.188.1.14
08727-16:07:62 612783 [*4][1:382.7] ICHIP PING Windows [*] [Classifcation Misc actiity] [Priorit: 3 CIP} 192168 1.16 = 192168 1.14

[l T

05/27-16:07:52.705029 [ [1:382.7] ICIP PING Windaws [] [Classification: Misc acivi] [Priorit: 3 ICIP} 192.168.1.16 -» 192.188.1.14
05/27-16:07:53.720317 [*4][1:382.7] ICHIP PING Windows [*] [Classification Misc actiity [Priorit: 3] ICIP} 12.168.1.16 -= 192188.1.14
05/27-16:07:54.734279 [][1:3827] ICMIP PING Windows [ [Classification: Mise achity [Priorty: 3] (ICHP) 192.168.1.16 > 192.188.1.14
05/27-16:07:55.748248 [ [1:382.7] ICHIP PING Windaws [] [Classification: Misc aciviy] [Priorit: 3 ICIP} 192.168.1.16 -» 192.188.1.14
06/01-16:23:1 509930 [*4[1:382.7] ICHIP PING Windows [ [Classification: Misc actiity] [Priority: 3] ICIP} 192 168 1 5 - 192168.1.14
06/01-15:33:18.599929 [ [1:362.7] ICHIP PING Windaws [] [Classification: Misc actiity] [Prioriy: 3] WP} 192.168.1 5 > 192188114
06101-15:33:10 604724 [*4[1:382.7] ICHIP PING Windows [] [Classiication: Misc actiity] [Prioriy: 3] ICIP} 132 168 1 5 = 192468.1.14
06101-15:33:19.604726 [] [1:382:7] ICMP PING Windows [] [Classfication: Mise actiity] [Priority: 3] (ICMP} 192.168.1.5 -> 192.168.1.14
06/01-15:33:20.618843 [ [1:362.7] ICHIP PING Windaws [] [Classification: Misc actiity] [Prioriy: 3 ICIP} 192.168.1 5 -> 192488.1.14
06101-16:33:20 618545 [*4[1:382.7] ICHIP PING Windows [ [Classification: Misc actiity] [Priority: 3] WP} 192 168 1 5 - 192168.1.14

% w TR r i
(2] A T % T0EM

e
Figure 4 Detection of ICMP attacks

VI.CONCLUSION
The system not only shows attack classification using MLP by providing KDD99 database as input but also shows how
real time detection of icmp attacks is done using Snort IDS by storing rules generated by apriori algorithm is done and
also relative action if attack detected is performed. In future we can generated rules for more attacks and also increase
efficiency of network intrusion detection based on artificial neural network by increasing detection rates.
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