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Abstract—This Paper Presents Hesitant Fuzzy Information About Data Sets. Hesitant Fuzzy Linguistic Term Set
(HFLTS) is based on the fuzzy linguistic Approach that will serve as basis to Increase the flexibility of elicitation of
linguistic Information. For experimental Classification accuracy results analysis evaluated using the Analytical SAS
9.0 Software is used. The Experimental Laws of Algebra Results show the proposed approach Best performs.
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I. INTRODUCTION
Hesitant Fuzzy Information collection based on Fuzzy logic, Fuzzy sets theory, Intuitionistic fuzzy sets, Fuzzy multi
sets, fuzzy linguistic approach, uncertainty and model the information etc. In this Paper Hesitant Fuzzy Linguistic Term
Set (HFLTYS) is used to calculating Document Classification Results.
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Fig 1. Hesitant Fuzzy Information collection
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The paper is organized as follows. Section-I described the introduction and review of literatures. In Section-Il, the
Hesitant Fuzzy Information is described. In Section-11l, Methodology of document Classification accuracy results is
described. In Section-1V, Experimental results are described. In Section-V, Evaluation measurement is described. Finally,
we concluded and proposed some future directions in Conclusion Section.
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Il. HESITANT Fuzzy LINGUISTIC TERM SET
Hesitant Fuzzy Linguistic Term Set: Uncertainty is a problem that occurs when calculating document classification
results then the best and optimum solution in present time is given by Hesitant Fuzzy Set. Hesitant Fuzzy Set gives new
computational solution with numerical capability. Hesitant Fuzzy used Linguistic Term Set then it knows Hesitant
Fuzzy Linguistic Term Set (HFLTS). Linguistic Term Set just like Context Free Grammar (CFG).

A. Theorem 1: (Idempotent laws)
For any Hesitant Fuzzy Linguistic Term Set Hg  we have(H U H_ =H_ (iHDH N H =H

(i) proof HsU Hs ={x:erSorXEHS}={x:XGHS}=HS

(ii) proof Hs N HS ={x Xe Hsandx IS Hs}z{x Xe Hs}= HS

B. Theorem 2: (Identity laws)

For any Hesitant Fuzzy Linguistic Term SetH, we have (DH U ¢ =H (iH N u=H g U are identity elements

for union and intersection respectively.

H U ¢ ={X2X€HSOI’XE¢}={XZXEHs}:H

(i) proof s S

=H

(ii) proof " 's

——

C. Theorem 3: (Commutative laws)
For any two Hesitant Fuzzy Linguistic Term Set Hg and Hsl ,we have (HH U HS1 = Hsl UH,

(iHH N HS1 = Hslﬂ H_ Union and intersection are commutative.

(i) Proof: Let x be an arbitrary elementof 4 | |y 1Then,
S S

1 1 1

1
XeHSU HS :XEHSor erS = X e HsorerS:xe Hs U HS

1 1
HSU HS gHSUH ..... 1

Let x be an arbitrary elementof 4 1,4 Then,
S S

1

or XeH =xeH _ or xeH 1
S s s

1 1
XeHSUHS:>XeHS =Xe HSU Hs

1 1
HS U HS c HSU Hs .2

Hence, from 1 and 2
1_,,1
HSUHS 7Hs U Hs

(i) Proof: Let x be an arbitrary element of .y ~ |y 1 Then,
S S
1 1 1 1
XGHSﬂ H :>XGHSand XeH, = XeHS andXEHS:XE Hs N HS
1 1
H.NHcHNH .3
Let x be an arbitrary element of H 1n|_| Then,
S S

1 1 1 1
xeH MNH_ = xeH_"and XEHS:XGHS and xeH "= xe H N Hy
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1 1
HoNH < H N H.4

Hence, from 3 and 4
1_.,1
Hsﬂ Ho=H, ﬂHS

D. Theorem 4: (Associative laws)

Ifany Hg , Hsland HSZ, are three Hesitant Fuzzy Linguistic Term Set then
. 1 2 1yn 2y ()H N(HINHZ)=H NHHNH D)
(i) (HLUHUH " =H UHUH) s s s s''''s s

Union and intersection are associative.
(i) Proof : Let x be an arbitrary element of (Hs U Hsl) U H32 Then

1 2
X e (HS @] Hsl) ] HS2 =X e (HS U Hsl)orx IS HS2 = (xe HSor X e Hsl)OrXE HS2 = Xe Hsor (xe Hs orx e Hs )

3XEHSOI’XG(H51UH82):>X€HSU (HsluHsz)
1 2 1 2
HUHDHUHZcH UMHIUH2).5

Let x be an arbitrary element of H U (Hsl U HSZ) Then

Torx e H 2):>(X€H or xeH 1)OFXEH 2
S S S s

1 2 1 2

XEHSU (Hs UHS ):>XGHSOFX€ (Hs UHs ):>X€HSOI' (XGHS
1 2 1 2

:>X€(HSUHS )OFXEHS :>X€(HSUHS)UHS

1 2 1 2
HUHSTUH P c(H U HDUH 2.6

Hence, from 5 and 6
1 2 _ 1 2
(HSUHS)UHS _HSU(HS UHS )

(ii) Proof: Let x be an arbitrary elementof 4 N ( H lﬂ H 2) Then
s S s

1 2 1 2
XEHsm(HslﬁHsz)3XEHsandXE (HslﬂHsz):XGHsand(XG HS andXeHS ):(XEHsandXG HS )andXGHS
=xe(H N Hsl)andXEHSZ:XE(HSm Hsl)ﬂHsz

1 2 1 2
H N(HSNH S = (H NHNH 9.7

Let x be an arbitrary element of (4 H 1) NH 2Then
S S S
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1 2
xe(H N Hsl) N Hsz) = xe(H, ﬂHsl)andXE Hsz) = (xeH.andxe H Mandx e H,

:XGHsandXG(Hslﬂ HSZ) = xeH ﬂ(Hslﬂ HSZ)
1 2 1Ay 2
HNHDHNHA cH N(HINH).8

Hence, from 7 and 8
1 2N 1 2
HSﬁ(HS ﬂHS )—(HSI’WHS )ﬁHS

E. Theorem 5: (Distributive laws)
Ifany H, Hsl and HSZ are three Hesitant Fuzzy Linguistic Term Set

i 1y 2 1 2
(H U (HslnH52)=(HsUHsl)ﬂ(HSUHSZ) (i)H N(HSUH D) =(H NH UM NH)

Union and intersection are distributive over intersection and union respectively.

1 2
H H H
(i) Proof: Let x be an arbitrary element of S U Hg A )Then

1 2 1 2 1 2 1 2
XEHSU (HS ﬂHs ):>><eHsorXG(H5 ﬂHS ):>XEHSOI'(XEHS adeeHS )3(X€HSOI'X€HS )and(XEHSOFXEHS)

[‘or’ is distributive over ‘and’]
= xe(H U Hsl)andXE(Hs U HSZ) = xe(H U Hsl) N(H U HSZ)

1 2 1 2
HSU (Hs ﬂHs )g(HSUHs )ﬂ(HSUHS )9

Let x be an arbitrary element of 1 2y Then
y (HSUHS)ﬂ(HSUHS )

1 2 1 2
XE(HSUHsl)ﬂ(HSUHSZ) =xe(H UHandxe (H UH %) = (xe H orxe H Mand (x e H orxe H %)

1 2 1 2
:XGHSor(XEHS aI"IdXGHS ):XGHSU(HS ﬂHS )
1 2 1 2
(HSUHs )ﬂ(HSUHS )gHSU (HS ﬂHS )..10

Hence, from 9 and10
1 2y _ 1 2
HU RS NHT =(H UHDNHNHST)

(ii) Proof: Let x be an arbitrary element of y 4 1y 2y Then
S S S
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1)or(x € Hsandx € HSZ)

1 2 2y, > (xeH andxeH
XEHsm(HleJHSz):XeHsandXG(Hs UHs )aXGHSand(XGHslorXEHS ) S S

=xe(H NHDone(H NH D) = xe(H NHHUMH NH )
1 2 1 2
HSﬂ(HS UHS )g(HSﬂHS )U(HsﬂHS ). 11

Let x be an arbitrary element of Then

1 2
(HsmHs )U(HSOHS )

1 2 1 2 1 2
:)XG(HSﬂHS )U(HSﬂHS ):)XE(HanS )orXG(HSﬂHS ):)(XEHsandXEHS )OF(XEHSandXEHS )
1 2 1 2
:>XeHsand(XeHsorerS ):>ersﬂ(HS L_JHS )
1 2 1 2
(HgNHDUH NH ) S HN(HUH?). 12

Hence, from 11 and 12
1 2\ 1 2
Hsﬂ(Hs UHs )_(HsﬂHs )U(HsﬂHs )

Theorem 6: (De-Morgan’s laws)
Ifany Hg, H Sl are two Hesitant Fuzzy Linguistic Term Set then

- AN . i a5 . 1.
(I)(HSLJHS dY>'=H Sﬂ HS (“)(HsﬂHs )y>'=H SU HS

(i) Proof: Let x be an arbitrary element of(HS U Hsl). Then

1 1
XG(HSUHSJ‘)':X&(HSUHS ) = xeHandxe H
== XxXeH 'andXEHl':>XGH 'ﬂHl'

s s s s

15 ' 1.
(HoUH D er nH 1 as

Let y be an arbitrary element of |y 4 1. then
S S

. 1. 1
3y€Hs.ﬁHSl.zyeHS andyeHS = yﬁHSandyg HS
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:>yeHSUHS 3y€(HSUHS)

. 1. 1.
H' MH_ "= MH_UH_7)'..14

Hence, from 13 and 14
AN, . 1.
(HLUH_ D '=H'_NH

(ii) Proof : Letx be an arbitrary elementof (4 A H 1)- Then
s s

1
xe(H_MNMHDY — xeH_MNH 1):erSorxgHS
S S S S
—~xcH 'orxeH ' — x=H_"UJUH_1-
S S s s

1. . 1.
(H.NH D) '=H' _UH_7'..15

Let y be an arbitrary element of , ST then
S S

ye(HS'UHsl')2yeHS'oryeHsl‘:>y$ HsoryeH813 ye(H_MHA/

1N . 1. 1N
= yesMHA MNHA D" H' UH_ "= (MH_UH_7)'..16

Hence,from 15 and 16
1N, . 1.
(HSﬁHS )'=H SUHS

I1l. METHODOLOGY

In the Classification of document different the steps are used. The steps are as follows:

May - 2013, pp. 938-945

b

A. Data Collection: In this phase collect relevant documents like e-mail, news, web pages etc. from various
heterogeneous sources. These text documents are stored in a variety of formats depending on the nature of the data.
The datasets are downloaded from UCI KDD Archive. This is an online repository of large datasets and has wide

variety of data types.

B. Classification Method: Initial step is to complete review of literature in the field of data mining. Next step is a
detailed survey of data mining and existing Algorithms for Classification. In this area some work done by various
researchers. After studying their work, it would be attempted to find the Classification algorithm.

C. Classification Process: Algorithms develop for Classification Process. Classification Process means transform
documents into a suitable determined in classes for the Classification task. In Classification Process we performed
Different tasks. Optimized classification will also be studied. The real data may be great source for the Classification.
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D. Classification Results: In this Experiment we calculate Hesitant Fuzzy Linguistic Term Set Based Document
Classification. Hesitant Fuzzy Linguistic Term Set Based Document Classification is efficient and accurate compare
to other Classification method.

IV. EXPERIMENTAL RESULTS
In this Experiment we calculate Hesitant Fuzzy Linguistic Term Set (HFLTS) based accuracy percentage for laws of
Algebra of Sets.

TABLE |
ACCURACY PERCENTAGE OF LAaws OF ALGEBRA OF SETS
Idempotent Identity Commutative Associative Distributive | De-Morgan
500 0.85 0.98 0.94 0.97 0.82 0.98
1000 0.83 0.95 0.91 0.85 0.78 0.95
2000 0.81 0.93 0.89 0.83 0.75 0.93
3500 0.68 0.92 0.88 0.78 0.74 0.92
5000 0.78 0.89 0.87 0.75 0.74 0.89
6500 0.76 0.87 0.85 0.74 0.73 0.87
8000 0.74 0.85 0.82 0.74 0.73 0.85
10000 0.72 0.83 0.81 0.73 0.73 0.83

Amazon Commerce reviews set

1.2 q
1 -
g os - L —4— |[dempotent
E 06 1 == [dentity
< . )
- Commutative
£ 04 - —==—Associative
0.2 - —f=—Distributive
De morgan
a T T T T T T T ) &

500 1000 2000 3500 5000 6500 8000 10000

Number of Documents

Fig. 2 Accuracy percentages of Laws of Algebra of Sets
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