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Abstract— Edge detection in medical images is an important task for object recognition of the human organs and it is 

an important pre-processing step in medical image segmentation. Up to now several edge detection methods have been 

developed such as Prewitt, Sobel, Zero-crossing, Canny, etc. But, they are not so good for noise medical image edge 

detection. In This paper a new approach based on hyper entropy is proposed to detect the edge of  medical images with 

salt and pepper noise . The performance of proposed method is compared against other methods such as Sobel  and 

Canny edge detector by using  various tested images. Experimental results reveal that the proposed method exhibits 

better performance and may efficiently be used for the detection of edges in image 
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I. INTRODUCTION 

The image edge detection is a fundamental feature of medical image analysis and image recognition[1]-[5]. Edge 

detection technique is the most basic technique of image processing and computer vision field. 

Many techniques were applied into edge detection, such as the gradient (Roberts, Prewitt and Sobel), the second order 

derivatives (Laplace and LOG), etc[6]. These techniques were easy to calculate and good at immediacy, but in theory 

they belong to the high pass filtering, which are not fit for noise medical image edge detection because noise and edge 

belong to the scope of high frequency[7]-[10]. In real world applications, medical images contain object boundaries and 

object shadows and noise. Therefore, they may be difficult to distinguish the exact edge from noise or trivial geometric 

features. To solve this problem the Canny edge detector was proposed[11], which combines a smoothing function with 

zero crossing based edge detection [9]. Although it is more resilient to noise than the previously mentioned algorithms, 

its performance is still not satisfactory when the noise level is high. There are many situations where sharp changes in 

colour intensity do not correspond to object boundaries like surface marking, recording noise and uneven lighting 

conditions. 

In this paper a new edge detection algorithm is proposed to detect edges of Gray scale medical images based on 

information theory, which is hyper entropy based thresholding. The  proposed method  give very good  results than other 

methods, which are sensitive to noise. And it decrease the computation time as possible as can. The paper is organized as 

follows: An introduction of entropy is given in Section 2. The entropy thresholding and the threshloding algorithm is 

presented in Section 3. Section 4, introduce Illustration of the proposed approach applied to Gray scale images. In 

Section 5, some particular images will be analysed using proposed method  based algorithm and moreover, a comparison 

with some existing methods will be provided for these images, and conclusions is included in Section 6. 

 

II. INTRODUCTION TO ENTROPY 

Shannon redefined the entropy of Boltzmann/Gibbs as a measure of uncertainty regarding the information content of a 

system. He defined an expression for measuring the amount of information produced by a process[12]-[13] . 

Let p1 , p2 ,ỄỄ, pk  be a finite discrete probability distribution. Therefore,  0 pi 1, i = 1,2,Ễ, k and В pi = 1k
i=1 , 

where k is the total number of states. The entropy of a discrete source is often obtained from the probability distribution. 

The Shannon Entropy defined by[13] 

                                                                       Ὄ(ὴ) = В ὴὭln(ὴὭ)
Ὧ
Ὥ=1                                                                            (1) 

If we consider that a physical system can be decomposed into two statistical independent subsystems A  and  B, the 

probability of the composite system is pA+B = pA ẗpB , it has been verified that the Shannon entropy has the extensive 

property (additive): 

                                                           H A + B = H A + H(B).                                                                                   (2) 

The formula (1) has been shown to be restricted to the Boltzmann-Gibbs-Shannon (BGS) statistics. However, for non-

extensive  system, some modification to become necessary.  Rènyi [14]-[15] proposed a  generalized distribution  and 

can be written as follows: 

HŬ
R p =

1

1 Ŭ
ln (pi)

Ŭ

k

i=1

,   Ŭ 0 , 1 
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The real number a is called an entropic order that characterizes the degree of non-extensive. This expression meets the 

BGS entropy in the limit Ŭ 1.  Rènyi entropy has a nonextensive property for statistical independent systems, defined 

by the following pseudo additivity entropic formula 

HŬA + B = HŬA + HŬB + (Ŭ 1)ẗHŬ(A)ẗHŬ(B). 

Another  generalization of the BGS statistics has proposed by Tsallis[16]-[18],  and it is based on a generalized 

entropic form, 

                                                               HŬ
T p =

1 В (pi )Ŭk
i=1

Ŭ 1
 ,                                                                                          (3) 

where k is the total number of possibilities of the system and the real number a is an entropic index that characterizes 

the degree of nonextensivity. This expression reduces to Shannon entropy in the limit Ŭ 1. The Tsallis entropy is 

nonextensive in such a way that for a statistical independent system, the entropy of the system is defined by the following 

pseudo additive entropic rule 

                                      HŬA + B = HŬA + HŬB + (1 Ŭ)ẗHŬ(A)ẗHŬ(B)                                                          (4) 

Kapur  has proposed a generalization of the BGS statistics of order a and type b [19]-[22] 

                                    HŬ,ɓp =
1

Ŭɓ
ln

В pi
Ŭk

i=1

В p
i
ɓk

i=1

,  Ŭ ɓ, Ŭ,ɓ> 0                                                                                  (5) 

When Ŭ 1 and ɓ 1 , HŬ,ɓ(p)  reduces to H(p)  and when ɓ= 1,  HŬ,ɓ(p)  reduces to HŬ
R(p) . Also, HŬ,ɓ(p)  is a 

composite function which satisfies pseudo-additivity as: 

                    HŬ,ɓA + B = HŬ,ɓA + HŬ,ɓB + 1 ŬẗHŬ,ɓA ẗHŬ,ɓB .                                                                 (6) 

 

III.    THRESHOLDING VALUE SELECTION BY ENTROPIC 

For an k gray-levels image, let p1, p2 ,ȣ. , pt , pt+1,ȣ. , pk  be the probability distribution for an image with k gray-

levels, where pt  is the normalized histogram i.e. pt = ht (M × N)ϳ  and ht  is the gray level histogram. From this 

distribution, we can derive two probability distributions, one for the object (class A) and the other for the background 

(class B), are shown as follows:  

pA : 
p1

PA

,
p2

PA

,ȣ. . ,
pt

PA

 , 

                            (7) 

pB : 
pt+1

PB

,
pt+2

PB

,ȣ. . ,
pk

PB

 , 

where 

                                   PA =В pi
t
i=1  , PB =В pi

k
i=t+1 , t is the threshold value.                                                                 (8) 

The Kapur entropy of generalized distributions for each distribution (the entropy of  Object  pixels and the entropy of 

background  pixels) can be defined as follows: 
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The Kapur entropy HŬ,ɓ t  is parametrically dependent upon the threshold value t for the object and background. It is  

formulated as the sum each entropy, allowing the pseudo-additive property for statistically independent systems, as 

defined in (6). We try to maximize the information measure between the two classes (object and background)[23]-[25]. 

When HŬ(t)  is maximized, the luminance level t that maximizes the function is considered to be the optimum threshold 

value. This can be achieved with a cheap computational effort. 

                                       topt = Arg max  HŬ
A t + HŬ

B t + 1 ŬϽHŬ
A t ϽHŬ

B t .                                                 (10) 

When Ŭ  1  , the threshold value in (6), equals to the same value found by Shannon Entropy. Thus this proposed 

method includes Shannonôs method as a special case. The following expression can be used as a criterion function to 

obtain the optimal threshold at Ŭ  1. 

                                              tSh
opt

= Arg max  HŬ
A t + HŬ

B t .                                                                                    (11) 

Now, we can describe the Kapur Threshold algorithm  to determine a suitable threshold value ὸέὴὸ and  a and b as 

follows: 

Algorithm 1: Threshold Value Selection (Kapur Threshold) 

1. Input: A digital grayscale image I of size M ×  N. 

2. Let f(x, y) be the original gray value of the pixel at the point x, y , (x = 1,2,Ễ, M, y = 1,2,Ễ, N)  

3.  Calculate the probability distribution pi ,   0  i  255  

4.  For all t  ɴ {0,1,ȣ,255},   
    I. Apply Equations (7)  and (8) to calculate PA ,  PB , pA  . and  pB  
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IV.  ALGORITHM  FOR EDGE DETECTION  

A spatial filter mask may be defined as a matrix w of size m × n. So, we will use the usual masks for detecting the 

edges[6]. The process of spatial filtering consists simply of moving a filter mask w of order m × n  from point to point in 

an image. At each point (x, y), the response of the filter at that point is calculated a predefined relationship. Assume that 

m = 2a + 1 and n = 2b + 1, where a, b are nonnegative integers. For this purpose, smallest meaningful size of the mask 

is 3 × 3, as shown in Fig. 1. 

 

 w( 1, 1) w( 1,0) w( 1, 1) 

w( 0, 1) w(0,0) w(0,1) 

  w(1, 1) w(1,0) w(1,1) 

Fig.1: Mask coefficients showing coordinate arrangement 

 

f(x 1, y 1) f(x 1, y) f(x 1, y + 1) 

f(x, y 1) f (x, y) f(x, y + 1) 

f(x + 1, y 1) f(x + 1, y) f(x + 1, y + 1) 

Fig. 2 

 

Image region under the above mask is shown in Fig. 2. In order to edge detection, firstly classification of all pixels that 

satisfy the criterion of homogeneousness, and  detection of all pixels on the borders between different homogeneous 

areas. In the proposed scheme, first create a binary image by choosing a suitable threshold value using Tsallis entropy. 

Window is applied on the binary image. Set all window coefficients equal to 1 except centre, centre equal to × as shown 

in Fig. 3.  

1 1 1 

1 × 1 

1 1 1 

Fig. 3 

Move the window on the whole binary image and find the probability of each central pixel of image under the 

window. Then, the entropy of each Central Pixel of  image under the window is calculated as  H CP = pc ln(pc). 
 

TABLE I .   

 p AND H OF CENTRAL PIXEL UNDER WINDOW 

p 1/9 2/9 3/9 4/9 5/9 6/9 7/9 8/9 

H 0.2441 0.3342 0.3662 0.3604 0.3265 0.2703 0.1955 0.1047 

 

where, pc is the probability of central pixel CP of binary image under the window. When the probability of central pixel 

pc = 1 then the entropy of this pixel is zero. Thus, if the gray level of all pixels under the window homogeneous, then 

pc = 1 and  H = 0. In this case, the central pixel is not an edge pixel. Other possibilities of entropy of central pixel under 

window are shown in Table I.  

In cases pc = 8/9, and pc = 7/9, the diversity for gray level of pixels under the window is low. So, in these cases, 

central pixel is not an edge pixel. In remaining cases, pc 6/9, the diversity for gray level of pixels under the window is 

high. So, for these cases, central pixel is an edge pixel. Thus, the central pixel with entropy greater than and equal to 

0.2441 is an edge pixel, otherwise not.    

The following Algorithm summarize the proposed technique for calculating the optimal threshold  values and the edge 

detector. 

  

Algorithm 2: Edge Detection  

1. Input: A  Gray scale image I  of size M × N  and  topt  , that has been calculated from algorithm 1. 

2. Create a binary image: For all x, y,  

    if   I(x, y)  topt  then f(x, y)  =  0 else  f(x, y)  = 1.  

3. Create a mask w of order m × n, in our case ( m = 3, n = 3) 

4. Create an M × N output image  g: For all x  and y, Set  g(x, y)  =  f(x, y).  

5. Checking for edge pixels:  

     Calculate:  a =  (m 1)/2 and  b =  (n 1)/2. 
    For all y  ɴ { b + 1 ,ȣ , N b},and  x  ɴ { a + 1 ,ȣ , M a}, 

    II.  if   0 << 1 and  0 << 1 then 

           Apply Equation (10) to calculate optimum threshold    value topt . 

        else 

          Apply Equation (11) to calculate optimum threshold value tSh
opt

. 

       end-if 

5. Output: The suitable threshold value  topt  of  I,  ,> 0,  . 
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     sum =  0; 

     For all l  ɴ { b ,ȣ , b}, and  j  ɴ { a ,ȣ , a},  

        if ( f(x, y) =  f (x + j, y + l) ) then    sum =  sum + 1. 

    if ( sum > 6 ) then g(x, y)  =  0  else g(x, y)  = 1  

6. Output: The edge detection image  g of  I. 

 

The steps of our  proposed technique are as follows: 

1.: Find global threshold value (t1) using Kapur entropy . The  image  is segmented by t1 into two parts, the object (Part1) 

and the background (Part2).  

2. By using Tsallis entropy, we can select the locals threshold values (t2) and (t3) for Part1 and Part2, respectively. As 

has been done in step 1. 

3. Applying Edge Detection Procedure with threshold values t1, t2 and t3. 

4. Merge the resultant images of step 3 in final output edge image. 

In order to reduce the run time of the proposed algorithm, we make the following steps: Firstly, the run time of 

arithmetic operations is very much on the M × N big digital image, I , and its two separated regions, Part1 and Part2. We 

are  use the linear array p (probability distribution) rather than I, for segmentation operation, and threshold values 

computation  t1 , t2  and t3 . Secondly, rather than we are create many binary matrices  f and apply the edge detector 

procedure for each region individually, then merge the resultant images into one. We are create one binary matrix  f  
according to threshold values  t1, t2 and t3 together, then apply the edge detector procedure one time. This modifications 

will reduce the run time of computations. 

 

V. EXPERIMENTAL RESULTS 

The proposed method has been tested on many sample images. The efficiency of the proposed method is tested over a 

number of different Gray scale images and compared with traditional operators. For comparison, The Canny, LOG, Sobel, 

Prewitt and the proposed method are applied to the images, respectively. The performance of the method is tested under 

noisy condition (Salt & Pepper noise) on test images. The images are corrupted by Salt & Pepper noise with 5%, 15% 

and 30% noise density before processing. All the concerned experiments were implemented on IntelÈ CoreÊ i3 

2.10GHz with 4 GB RAM using MATLAB R2007b. The proposed approach used the good characters of  Kapur- Tsallis 

entropy, to calculate the global and local threshold values. Hence, we ensure that the proposed scheme done better than 

the traditional methods. In order to validate the results, we run the Canny, LOG, Sobel and Prewitt methods and the 

proposed algorithm 10 times for each image  with different sizes. As shown in Fig. 4. It has been observed that the 

proposed edge detector works effectively for different Gray scale digital images as compare to the run time of other 

methods.  

Some selected results of edge detections for these test images using the classical methods and proposed scheme are 

shown in Fig..5-6. From the results; it has again been observed that the performance of  the proposed method works well 

as compare to the performance of the previous methods (with default parameters in MATLAB). 

 

 

 
Fig. 4: Chart time for proposed method and classical methods with 512³512 pixel test images 
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Fig. 5: Performance of Proposed Edge Detector for Blood cells image with Various salt and pepper 

noise 

 

      Original 0% 

noise 

     

      5% noise      

      15%noise      

      
30% noise Canny method 

LOG method Sobel method 
Prewitt 

method 

Proposed 

method 

Fig. 6: Performance of Proposed Edge Detector for CT brain image with Various salt and pepper noise 
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VI.   CONCLUSIONS 

In this paper a novel approach using Kapur-Tsallis entropy is presented to detect medical images. The proposed 

method is compared with traditional edge detectors. The simulation results show that the algorithm is more efficient for 

medical image edge detection than  traditional algorithm such as Sobel, Log and Canny. On the basis of visual perception 

and edge counts of edge maps of various images it is proved that our algorithm is able to detect highest edge pixels in 

images. The proposed method is decrease the computation time as possible as can with generate high quality of edge 

detection. Also it gives smooth and thin edges without distorting the shape of images. Another benefit comes from easy 

implementation of this method. 

 

REFERENCES 

[1]. Omid Jamshidi and Abdol Hamid Pilevar, "Automatic Segmentation of Medical Images using Fuzzy c-Mean and 

Genetic Algorithm", Journal of Computational Medicine, vol. 2013, 7 pages, 2013. 

[2]. A. Amali Asha, etl., " Feature Extraction in Medical Image using Ant Colony Optimization: A Study", International 

Journal of Computer Science and Engineering(IJCSE), Vol. 3, No. 2, 2011, pp. 714-721. 

[3]. Sigurd Angenent, etl., "MATHEMATICAL METHODS IN MEDICAL IMAGE PROCESSING", Bull New Ser Am 

Math Soc. 2006 ; 43: 365ï396. 

[4]. Zhao Yu-qian, etl., ""Medical Images Edge Detection Based on Mathematical Morphology", Proceedings of the 

2005 IEEE, Engineering in Medicine and Biology 27th Annual Conference,  Shanghai, China, September 1-4, 2005 

[5]. J. Mehena, "Medical Images Edge Detection Based on Mathematical Morphology", International Journal of 

Computer & Communication Technology (IJCCT), Volume-2, Issue-VI, 2011, pp. 49-53. 

[6]. R. C. Gonzalez and R.E. Woods, "Digital Image Processing.",  3rd Edn., Prentice Hall, New Jersey, USA. ISBN: 

9780131687288, 2008. 

[7]. Marr, D., and Hildreth, E.C., "Theory of edge detection", Proc. of the Royal Society of London, b207, 1980, pp. 

187-217. 

[8]. Huertas and G. Medioni, "Detection of Intensity Changes with Subpixel Accuracy Using Laplacian-Gaussian 

Masks", IEEE Trans. on Pattern Analysis and Machine Intelligence, Vol. PAMI-8, No.5, Sep.1986, 651-664 . 

[9]. R. M. Haralick, "Digital Step Edges from Zero Crossing of Second Directional Derivatives", IEEE Trans. on 

Pattern Analysis and Machine Intelligence, Vol. PAMI-6, No1, Jan, 1984, 58-68. 

[10]. F. Ulupinar and G. Medioni, "Refining Edges Detected by a LoG operator", Computer vision, Graphics and Image 

Processing, 51, 1990, 275-298.   

[11]. J. Canny, "A Computational Approach to Edge Detect", IEEE Trans. on Pattern Analysis and Machine Intelligence, 

Vol.PAMI-8, No.6, 1986, 679-698. 

[12]. Shannon, C.E., "A mathematical Theory of Communication", Int. J. Bell. Syst. Technical, vol.27, pp. 379-423, 

1948. 

[13]. Baljit Singh and Amar Partap Singh, "Edge Detection in Gray Level Images based on the Shannon Entropy", J. 

Computer Science, vol.4, no.3, 2008, pp.186-191. 

[14]. Landsberg,  P.T. and Vedral, V. "Distributions and channel capacities in generalized statistical mechanics". 

Physics Letters A, 247, (3), 1998, pp. 211-217 

[15]. Alfréd Rényi , "On measures of entropy and information", Pro ceeding of fourth Berkeley Symposium on 

Mathematical statistics and  Probability, Vol. 1, 1961,  pp. 547-561. 

[16]. Tsallis, "Non-extensive Statistical Mechanics and Themodynamics, Historical Background and Present Status". In: 

Abe, S. , Okamoto, Y. (eds.) Nonextensive Statistical Mechanics and Its Applications, Springer-Verlag Heidelberg, 

2001. 

[17]. Tsallis, "Possible generalization of Boltzmann-Gibbs statistics", Journal of Statistical Physics, 52,, 1988, pp. 479-

487. 

[18]. M. P. de Albuquerque,  I. A. Esquef , A.R. Gesualdi Mello, "Image Thresholding Using Tsallis Entropy." Pattern 

Recognition Letters 25, 2004, pp. 1059ï1065 

[19]. J. N. Kapur, H. K. Kesavan, "Entropy optimisation Principles with Applications", Academic Press, Boston,1994. 

[20]. J. N. Kapur, "Generalization entropy of order a and type b", The mathematical seminar, 4 , 1967, pp 78-84.  

[21]. T. Pun, "A new method for gray-level picture thresholding using the entropy of histogram", Signal Process. 2, 

1980, pp. 223ï237. 

[22]. J. N. Kapur, P. K. Sahoo, and A. K. C. Wong, "A new method for gray-level picture thresholding using the entropy 

of histogram", Comput. Graph. Vis. Image Process. 29, 1985, pp. 273ï285. 

[23]. N. Pal and S. Pal, "Entropic thresholding", Signal Process. 16,  1989, pp.97ï108. 

[24]. C.-I. Chang, K. Chen, J. Wang, and M. Althouse, "A relative entropy-based approach to image thresholding", 

Pattern Recog. 29, 1994, pp.1275ï1289. 

[25]. S. Abutaleb, "Automatic thresholding of gray-level pictures using two-dimensional entropy" Comput. Graph. Vis. 

Image Process. 47, 1989, pp. 22ï32. 

http://eprints.soton.ac.uk/29483/

