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Abstract: The heart disease is a major cause of mortality and death-rate in modern society. Medical assessment is very 

important but labyrinthine task that should be performed efficiently and accurately. Therefore, in this era of 

computing and intelligence. It is an easy yet complicated task to estimate the probability of disease on the basis of data 

and fact provided to the system. The association rule mining algorithms are typically used to identify the patterns that 

occur in original form ubiquitously the database. In any database that contains many minor variations in data values, 

potentially vital finding may be disregarded as a result. In this paper, we present a survey report on the use of data 

mining algorithms & techniques for the detection of Coronary Artery Disease (CAD). The whole concept behind the 

research is carried out by using a heart disease database, which is collected from different locations and from 

different patients. It is actually collected from 303 random visitors to Tehran’s Shaheed Rajaei Cardiovascular, 

Medical and Research Centre. This paper shows conclusions of different researches performed by various research 

scholars. A mechanism is also proposed in this article that uses the same heart disease database as input and applies 

the various association rule mining methods to identify the decision rules with the correctness and robustness. 
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I. Introduction 

The morality rates from diseases are much greater than those of accidents and natural disasters. The World Health 

Organization estimates that 17 million deaths worldwide each year occur due to cardiovascular diseases. A major type of 

such diseases is coronary artery disease (CAD), which is reported to account for 7 million deaths over the world per 

annum. In data mining, association analysis is a method for discovering interesting relationships or patterns between 

variables [4]. The Apriori and FP-growth association algorithms are the two most efficient association algorithms for a 

data set the size of ours [4, 5]. Their efficiency is based on generating frequent item sets and rules based on support level 

and confidence measures. 

 
Fig. 1: Data Mining Process 
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For the definition of data mining, now there are two perspectives: some people think that data mining is knowledge 

discovery in databases; another group of people who think data mining is the process of knowledge discovery in 

databases, a processing step. According to Fayyad's definition: Data mining is found from the database potentially useful, 

novel ,understandable model of high-level processing. As can be seen from the definition, data mining is knowledge 

discovery in databases process the core of a step. Knowledge discovery in databases, including the following four main 

steps:  

• The original data selection and cleaning: According to data mining purposes, determine the need for data mining, And 

raw data noise and missing values for processing.  

• Data transformation: In order to meet the needs of data mining algorithms, data representation or data layout 

transformations, such as continuous numerical attribute discretization, the level of the layout of the data is transformed 

into vertical layout.  

• Data Mining: Use of specific algorithms to extract knowledge from data, knowledge representation, including concepts, 

rules and patterns.  

• Model assessment: Evaluation of the importance of knowledge, confidence and fun degree, on the model to explain the 

reasonableness of assessment models and availability. 

In 2008, M.Hussein et al. [6] proposed a scheme, MHS, also for privacy-preserving association rules mining on 

horizontally distributed databases. It’s a two-phase scheme; uses two servers, Initiator and Combiner, and Clients. In 

general, it follows FI approach in candidate set generation phase and uses union in global support computation phase; 

RSA cryptosystem is used in those phases.   

MHS gives accurate mining results and has better privacy and performance than KCS [7] and V.E.Castro et al.’s scheme 

[8]. Particularly, MHS satisfies semi-honest model; only if Initiator and Combiner colluding with each other can reveal 

the secret data in malicious mode; and it takes only 3 steps in each phase. 

 

II.     Used Medical Dataset 

The Z-Alizadeh Sani dataset is collected from 303 random visitors to Tehran’s Shaheed Rajaei Cardiovascular, Medical 

and Research Center and contains 54 features [14]. The features along with their valid ranges are given in Tables I, 

II,III,IV. 

 

TABLE I: Demographic Features 

 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE II: Symptoms and Examination features 

DEMOGRAPHIC FEATURES RANGE 

Age 30-86 

Weight 48-120 

Sex Male, Female 

Body Mass Index (Kg/M
2
) 18-41 

Diabetes Mellitus Yes/No 

Hypertension Yes/No 

Current Smoker Yes/No 

Ex Smoker Yes/No 

Family History Yes/No 

Obesity Yes, If Mbi>25  

Otherwise No 

Chronic Renal Failure Yes/No 

Cerebrovascular Accident Yes/No 

Airway Disease  Yes/No 

Thyroid Disease Yes/No 

Congestive Heart Failure Yes/No 

Dyslipidemia Yes/No 

ECG FEATURES  RANGE 

Rhythm Sin/Af  

Q Wave Yes/No  

St Elevation Yes/No  

St Depression Yes/No  

T Inversion Yes/No  

Lvh (Left Ventricular Hypertrophy) Yes/No  

Poor R Progression  

(Poor R Wave Progression) 

Yes/No  
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TABLE III : ECG Features 

SYMPTOMS AND EXAMINATION 

FEATURES 

RANGE  

Bp (Blood Pressure) 90-190  

Pr (Pulse Rate) 50-110  

Edema Yes/No  

Weak Peripheral Pulses Yes/No  

Lung Rales Yes/No  

Systolic Murmur Yes/No  

Diastolic Murmur Yes/No  

Typical Cp (Typical Chest Pain) Yes/No  

Dyspnea Yes/No  

Function Class 1/2/3/4  

Atypical Cp Yes/No  

Non-Anginal Cp Yes/No  

Exertional Cp (Exertional Chest Pain) Yes/No  

Lowth Ang (Low Threshold Angina) Yes/No  

 

 

TABLE IV: Laboratory Features 

LABORATORY FEATURES RANGE  

Fbs (Fasting Blood Sugar) 62-400  

Cr (Creatine) 0.5-2.2  

Tg (Triglyceride): 37-1050  

Ldl (Low-Density Lipoprotein) 18-232  

Hdl (High-Density Lipoprotein) 15-111  

Bun (Blood Urea Nitrogen) 6-52 

Esr (Erythrocyte  

Sedimentation Rate) 

1-90 

Hb (Hemoglobin) 8.9-17.6  

K (Potassium) 3.0-6.6  

Na (Sodium) 128-156  

Wbc (White Blood Cell) 3700-18000  

Lymph (Lymphocyte) 7-60 

Neut (Neutrophil) 32-89  

Plt (Platelet) 25-742  

Ef (Ejection Fraction) 15-60  

Region With Rwma (Regional  

Wall Motion Abnormality) 

 0/1/2/3/4  

Vhd (Valvular Heart Disease)  Normal/Mild 

/Moderate/Severe  

 

III.    Literature Survey 

This section of the paper represents the existing work and research in the field of data mining. Association rules are 

conditional statements that help to reveal relationships between distinct data items in a relational database or other data 

storage. An association rule has two parts, antecedent and consequent.  First part is a set of items found in the 
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transactional data. Second part is an item set that is present in combination with the antecedents. An association rule is an 

implication of the type P→Q, where P and Q are item sets, which are disjoint in nature. i.e., P  ∩ Q = Ø. Generally, the 

power of the association rule is determined by its objective parameters such as support and confidence. Support 

determines the percentage of transaction containing both antecedent and consequent in the dataset. Confidence 

determines the ratio of the number of occurrence of both antecedent and consequent to the number of occurrence of 

antecedent in the data set. 

In the study [1], the MetaCost algorithm, which is a cost-sensitive algorithm, was used. First, from a total of 54 features, 

34 were selected using feature selection algorithm. Then three created features were added to the dataset. The C4.5, 

KNN, Naïve Bayes, SVM and SMO algorithms were thereafter used in MetaCost. The accuracy of the SMO algorithm 

was better than that of the other Algorithms. The accuracy of the KNN is not as well as the other algorithms since the 

number of patients who have CAD is about 2.5 times more than the number of normal ones and also comparison of 

Euclidean distance between patients cannot accurately discriminate them so this algorithm is more likely to diagnose 

patients as CAD. In order to study the cost sensitive algorithms, first the cost matrix was set with no difference between 

the two classes. Next, taking two times and third times the cost for the wrong CAD diagnosis, it was seen that third case 

leaded to the best sensitivity. In addition, the feature creation method was investigated. This method increased the 

accuracy of some of the classification algorithms, substantially. 

In the research [2] presents a particle swarm optimization (PSO)-based fuzzy expert system for the diagnosis of coronary 

artery disease (CAD). The designed system is based on the Cleveland and Hungarian Heart Disease datasets. Since the 

datasets consist of many input attributes, decision tree (DT) was used to unravel the attributes that contribute towards the 

diagnosis. The output of the DT was converted into crisp if–then rules and then transformed into fuzzy rule base. PSO 

was employed to tune the fuzzy membership functions (MFs). Having applied the optimized MFs, the generated fuzzy 

expert system has yielded 93.27% classification accuracy. The major advantage of this approach is the ability to interpret 

the decisions made from the created fuzzy expert system, when compared with other approaches. 

In the research [3], Coronary artery disease (CAD) affects millions of people all over the world including a major portion 

in India every year. Although much progress has been done in medical science, but the early detection of this disease is 

still a challenge for prevention. The objective of this paper is to describe developing of a screening expert system that 

will help to detect CAD at an early stage. Rules were formulated from the doctors and fuzzy expert system approach was 

taken to cope with uncertainty present in medical domain. This work describes the risk factors responsible for CAD, 

knowledge acquisition and knowledge representation techniques, method of rule organisation, fuzzification of clinical 

parameters and defuzzification of fuzzy output to crisp value. The system implementation is done using object oriented 

analysis and design. The proposed methodology is developed to assist the medical practitioners in predicting the patient’s 

risk status of CAD from rules provided by medical experts. The present paper focuses on rule organisation using the 

concept of modules, meta-rule base, rule address storage in tree representation and rule consistency checking for efficient 

search of large number of rules in rule base. The developed system leads to 95.85% sensitivity and 83.33% specificity in 

CAD risk computation. 

In research [9]  the authors presented a predictive model for the Ischemic Heart Disease (IHD); they applied Back-

propagation neural network (BPNN), the Bayesian neural network (BNN), the probabilistic neural network (PNN) and 

the support vector machine (SVM) to develop classification models for identifying IHD patients on a data obtained from 

measurements of cardiac magnetic field at 36 locations (6 × 6 matrices) above the torso.  

 

IV.    Proposed Method 

The work presented in this paper is the application of data mining for discovering hidden unknown knowledge from a 

medical dataset. The Medical data is temporal in nature and therefore traditional data mining techniques are not 

appropriate. This dataset contains medical records of coronary artery disease patients. The structure of these medical 

records is chain of observations taken at different times. In each observation, a set of clinical parameter are saved. The 

aim of this paper is mining relational rules from this set of medical data that can be used in early prediction and of risk in 

the patients. In the first part of this study a pre-processing technique is used to produce primary structure of medical 

records. On which different data mining techniques is applied.  

In this paper, the typical steps of the data mining process are used which is used as hypothesis generator. In the first step 

its necessary to know about the domain of problem and to answer this question: what is important & how its importance 

can be presented in data values? In the second step; by executing multiple data mining algorithms, a set of multiple 

useful fields selected by transformation of data, attributes with numerical values into attributes with nominal in nature. In 

third step; by running some data mining Algorithms, some patterns or models are mined and in the last step, goodness of 

the mined patterns for the application under consideration are evaluated. To improve the quality of results, these steps 

may be iterated.  

It is known to all that, angiography is the principal diagnostic modality for the stenosis of heart vessels; however, 

because of its complications and costs, researchers are looking for alternative methods such as data mining. This study 

conducts data mining algorithms on the Z-Alizadeh Sani dataset which has been collected from 303 random visitors to 

Tehran’s Shaheed Rajaei Cardiovascular, Medical and Research Center. In this paper, the effectiveness of an association 

rule-mining algorithm on the dataset is investigated. In the proposed method, the dataset is properly design according to 

the compatibility with the data mining algorithms, after observing the dataset, weight must be assigned to the feature and 

then the features are selected for the task of classification according to their weights and finally the association rules will 

be generated. 



Yadav  et al., International Journal of Advanced Research in Computer Science and Software Engineering 3(10), 

October - 2013, pp. 740-744 

© 2013, IJARCSSE All Rights Reserved                                                                                                              Page | 744 

V.    Conclusion 

The application of Association Rule Data Mining for identifying the hidden knowledge from medical dataset is proposed 

in this paper. The medical data is temporal in nature and hence traditional data mining techniques are not suitable.  This 

dataset used for the work proposed in this paper contains medical records of Coronary Artery Disease. The generated 

association rule patterns from this dataset were presented to medical experts in the field. After careful evaluation on 

correctness and applicability of the results by these experts positive feedbacks were received.   
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