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ABSTRACT- Task Scheduling [1] is the allocation of resources over time to perform a collection of tasks. Real -time systems make use 

of scheduling algorithms to maximize the number of real -time tasks that can be processed without violating timing constraints. A 

scheduling algorithm provides a schedule for a task set that assigns tasks to processors and provides an ordered list of tasks. The 

schedule is said to be feasible if the timing constraints of all the tasks are met. Scheduling approaches can be classified according to the 

arrival time of tasks into static and dynamic and deterministic or stochastic scheduling. Task Scheduling in Multiprocessor is a term 
that can be stated as finding a schedule for a general task graph to be executed on a multiprocessor system so that the schedule length 

can be minimized. Task scheduling in multiprocessor systems also known as multiprocessor scheduling. Multiprocessor schedulin g 

problems can be classified into many different categories based on characteristics of the program and tasks to  be scheduled, the 

multiprocessor system, and the availability of information. Multiprocessor scheduling [2] problems may be divided in two categories: 

Static and dynamic task scheduling. In this paper we di scuss the Multiprocessor Environment using geneti c Algorithm. 
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I. INTRODUCTION 

Task Scheduling [1] is the allocation of resources over 

time to perform a co llect ion of tasks. Real-t ime systems 

make use of scheduling algorithms to maximize the 

number of real-time tasks that can be processed without 

violating timing constraints. A static or deterministic task 

scheduling is one in which precedence constraints and the 

relationships among the task are known well in advance 

While non-deterministic or dynamic scheduling [3] is one 

in which these information is not known in advance or not 

known till run time. A major factor in the efficient 

utilizat ion of mult iprocessor system is the proper 

assignment and scheduling of computational tasks among 

processors. 

The problem can have many variations: 

(i) The scheduling algorithm can be deterministic – also 

known as static – or nondeterministic: A determin istic 

task scheduling problem is defined as one in which the 

knowledge related to tasks, their relat ions towards each 

other, timing and the number of processors used are all a-

priori knowledge. In a nondeterministic problem on the 

other hand, all or some of these factors can be input-

dependent and vary according to run time conditions. 

(ii) The tasks can be preemptive or non-preemptive: A 

preemptive task scheduling problem allows the tasks to be 

cut off from execution and another task to begin or 

continue its execution cycle [operating system example]. 

A non-preemptive problem in which task execution must 

be completely done before another task takes control of 

the processor. 

(iii) The processors can be either homogenous or 

heterogeneous: Heterogeneity of processors means that 

the processors have different speeds or processing 

capabilit ies. In a homogenous environment on the other 

hand, all processors are assumed to have equal 

capabilit ies.  

Efficient scheduling [8] of application tasks is 

critical to achieving high performance in parallel 

multiprocessor [9] systems. The objective o f scheduling is 

to map the tasks onto the processors and order their 

execution. So that task precedence requirements are 

satisfied and minimum schedule length (or Makespan). 

The most common heuristic methods are List Heuristics, 

such as Earliest Task First (ETF) algorithm, Crit ical 

Path/Most Immediate Successor First (CPMISF) 

algorithm, and Dynamic Critical Path (DCP) algorithm 

etc. Another heuristic method is genetic algorithm. A 

genetic algorithm [7] is a domain -independent global 

search technique where elements (called indiv iduals) in a 

given set of solutions (called population) are randomly  

combined until some termination condition is achieved. 

 

II. GENETIC ALGORITHMS  

Genetic algorithms operate on finite-sized populations of 

candidate schedules. At each iteration of the algorithm, 

relatively poor schedules are removed from the 

population and are replaced with new candidate schedules 

generated by: (1) applying mutations to individual 

schedules in the population; (2) applying cross -over 

operations to pairs of schedules in the population.  
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Genetic algorithms [10] [11] as powerful and broadly 

applicable stochastic search and optimizat ion techniques, 

are the most widely known types of evolutionary 

computation [16] [11] methods today. The father of the 

original Genetic Algorithm was John Holland [13] who 

invented it in the early 1970's. In general, a genetic 

algorithm has five basic components as follows: 

(i) An encoding method that is a genetic representation 

[11] (genotype) of solutions to the program. 

(ii) A way to create an initial population of individuals 

[Davis, 1991]. 

(iii) An evaluation function, rating solutions in terms of 

their fitness, and a selection mechanis m. 

(iv) The genetic operators (crossover and mutation) that 

alter the genetic composition of offspring    during 

reproduction. 

(v) Values for the parameters of genetic algorithm 

III. PROBLEM S TATEMENT AND 

OBJECTIVE 

A static scheduling problem consists of three main  

components: A multip rocessor system, an application 

and an objective for scheduling. The multiprocessor 

system consists of a limited number of fu lly  

connected processors (P1, P2... Pm). All the 

processors are heterogeneous meaning thereby a task 

may take different execution time on each processor. 

An application comprises tasks and their 

dependencies on each other.  

dependencies  on each other  

It can be represented as a directed acyclic graph (DAG) 

[10, 11], G= (V, E, W), where the vertices set V consists 

of v non preemptive tasks, and v i denotes the ith task. The 

edge set E represents the precedence relationships among 

tasks. A directed edge eij in E indicated that vj can not 

begin its execution before receiving data from vi. W is a 

matrix of vxm, and wij in  W represents the estimated 

execution time of vi on jth processor.  

 

OBJECTIVE 

 The main objective of the task scheduling is to 

determine the assignment of tasks of a given application 

to a given parallel system such that the execution time (or 

schedule length) of this application is min imized 

satisfying all precedence constraints. 

ROLE OF GENETIC ALGORITHMS IN TAS K 

SCHEDULING OPTIMIZATION 

A multiprocessor scheduling [26] problem is defined as 

the assignment of a given set of tasks to a set of 

processors. These tasks should be assigned in a way such 

that the total execution time is minimized and certain 

criteria are met. A wide range of solutions and heuristics 

have been proposed to solve this important system 

optimization problem. 

Task scheduling [26] is essential for the suitable 

operation of mult iprocessor systems. The aim of task 

scheduling is to determine an assignment of tasks to 

processors for shortening the length of schedules. The 

problem of task scheduling [15] on multiprocessor 

systems is known to be NP-complete (Garey and Johnson, 

1979) in general. Solv ing this problem using by 

conventional techniques needs reasonable amounts of 

time. Therefore, many heuristic techniques were 

introduced for solving it.  A new heuristic algorithm for 

task scheduling, based on evolutionary method [11] is  

Genetic Algorithm [27]. Genetic algorithms have received 

much awareness as they are robust and guarantee for a 

good solution. Genetic algorithms (GA) are stochastic 

search techniques that can perform optimization based on 

natural selection [27] and evolution theories without 

relying on gradient informat ion or becoming trapped in 

local min ima [25]. 

 

Fig 1: Directed Acyclic Graph of 10 nodes and 

their METHODOLOGY 
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IV. CONCLUS ION 

The problem of scheduling of tasks to be executed on a 

multiprocessor system is one of the most challenging 

problems computing. Genetic algorithms are well adapted 

to mult iprocessor scheduling problems. As the resources 

are increased available to the GA, it is able to find better 

solutions. GA performs better as compared to other 

traditional methods. Overall, the GA appears to be the 

most flexib le algorithm for problems using mult iple 

processors. It also indicates that the GA is able to adapt 

automatically to changes in the problem to be solved. The 

advantages of the GA approach are that it is simple to use, 

requires min imal problem specific informat ion, and is 

able to effectively adapt in dynamically changing 

environments.  
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