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Abstract: The successful application of data mining in highly visible fields like e-business, marketing and retail 

has led to its application in other industries and sectors. Among these sectors just discovering is healthcare. There 

is a wealth of data available within the healthcare systems. However, there is a lack of effective analysis tools to 

discover hidden relationships and trends in data. In our work, bacteriological algorithm is used to determine the 

attributes which contribute more towards the diagnosis of heart ailments which indirectly reduces the number of 

tests which are needed to be taken by a patient.   An efficient approach for the prediction of  heart attack risk 

levels from heart disease. This algorithm is trained with the selected significant pattern s for the effective 

prediction of heart attack . This research will be helpful in making a  Decision Support in Heart Disease Prediction 

System (DSHDPS) using data mining modeling technique, namely, Naïve Bayes. Using medical profiles such as 

age, sex, blood pressure and blood sugar it can predict the likelihood of patients getting a heart disease.  
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I. Introduction: 
 

Medical data mining has great potential for 

exploring the hidden patterns in the data sets of the 

medical domain. These patterns can be utilized for 

clinical diagnosis. However, the available raw 

medical data are widely distributed, heterogeneous in 

nature, and voluminous. These data need to be 

collected in an organized form. This collected data 

can be then integrated to form a hospital information 

system. Data mining technology provides a user 

oriented approach to novel and hidden patterns in the 

data.  The term Heart disease encompasses the 

diverse diseases that affect the heart. Heart disease  

was the major cause of casualties in the different 

countries including India. Coronary heart disease, 

Cardiomyopathy and Cardiovascular disease are 

some categories of heart diseases. The term 

“cardiovascular disease” includes a wide range of 

conditions that affect the heart and the blood vessels 

and the manner in which blood is pumped and 

circulated through the body. Cardiovascular disease  

 (CVD) results in several illness, disability, and 

death. The diagnosis of diseases is a vital and  

intricate job in medicine. Medical diagnosis is 

regarded as an important yet complicated task that 

needs to be executed accurately and efficiently. The 

automation of this system would be extremely 

advantageous. Regrettably all doctors do not possess 

expertise in  every sub specialty and moreover there 

is a shortage of resource persons at certain places. 

Therefore, an automatic medical diagnosis system 

would probably be exceedingly beneficial by 

bringing all of them together. Appropriate computer-

based information and/or decision support systems 

can aid in achieving clinical tests at a reduced cost. 

Our work attempts to predict efficiently diagnosis 

with  reduced number of factors that contribute more 

towards the cardiac disease using classification data 

mining technique[3][4]. 

 

II. Basic Classification Concepts                     
 

 

 

 

 

          Figure I. Classification Model 
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Classification  which is the task of assigning 

objects to one of several predefined categories, is a 

pervasive  problem that encompasses many diverse 

applications. Classification as the task of mapping an 

input attribute set x into its class label y. A 

classification model can be used to predict the class 

label of unknown records. A classification model can 

be treated as a black box  that automatically assigns a 

class label when presented with the attribute set of an 

unknown record[7].   

A Classification technique  is a systematic 

approach to building classification models from an 

input dataset. Examples  include decision tree 

classifiers, rule based classifiers, neural networks, 

support vector machines and naïve Bayes classifiers. 

Each technique employs a learning algorithm to 

identify  a model that best fits the relationship 

between the attribute set and class label of the input 

data. Figure II shows a general approach for solving 

classification problems[7]. 
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Figure II [General approach for solving classification 

problem] 

III. Methodology Used 

A. Subset selection with Bacteriological 

Algorithm 

 

  Feature Extraction is the process of detecting 

and eliminating irrelevant, weakly relevant or 

redundant attributes or dimensions in a given data 

set. The goal of feature selection is to find the 

minimal subset of attributes such that the resulting 

probability distribution of data classes is close to 

original distribution obtained using all attributes. 

Search for an optimal subset would  be highly 

expensive especially when n and the number of data 

classes increases. Sometimes it may be infeasible. 

Therefore most of the feature selection techniques are 

heuristic methods. These heuristic methods are 

greedy in nature and try to explore possible reduced 

search space. Feature selection techniques fall under 

two categories. First, feature ranking techniques and 

second, feature subset selection techniques. In the 

former, all features are ranked by a metric like 

information gain, chi-square etc. The features that do 

not achieve the adequate score are eliminated. In the 

later, the search is for optimal subset of features that 

would be equivalent to original subset of features. 

The subset of features are evaluated more commonly 

based on distance metrics  like Euclidean, Hamming 

etc or filter metrics like Entropy or Probabilistic 

distance. Common search approaches include greedy 

forward attribute selection, backward attribute 

selection, simulated annealing, and Genetic 

Algorithms. 

 

 

 

 

 

 

 

 

            The global process of a GA 

B. The Bacteriological  Model 

The bacteriological approach is more an 

adaptive approach than an optimization approach 

as with GAs. It aims at mutating the initial 

population to adapt it to a particular environment. 

The adaptation is only based on small changes in 

the individuals. The individuals in the population 

are called bacteria and correspond to atomic units. 

Unlike the genetic model the bacteria cannot be 

divided. The crossover operation cannot be used 

anymore. Bacteria can only be reproduced and 

altered to improve the population. 

 

C. Process of  Hybrid Bacteriological Model 

 

 

 

 

 

 

          

Process of Hybrid Bacteriological Model 

 

     As with the genetic model, a fitness function 

is necessary to choose bacteria for reproduction. 

With this function a global iterative process to 

adapt an initial population is given  Starting from 

this population, the fitness function allows the 

algorithm to select the best bacteria. Then these 

bacteria are saved and reproduced to generate a 

new population. Several bacteria in this population 
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are mutated, then the best ones are selected again to 

produce another generation. This process stops 

after a number of generations or when the 

memorized population has reached an optimum 

fitness value. 

 

IV. Implementation of Bayesian 

Classification 

The Naïve Bayes Classifier technique is 

particularly suited when the dimensionality of the 

inputs is high. Despite its simplicity, Naive Bayes 

can often out perform more sophisticated 

classification methods. Naïve Bayes model identifies 

the characteristics of patients with heart disease. It 

shows the probability of each input attribute for the 

predictable state. Naive Bayes or Bayes’ Rule is the 

basis for many machine-learning and data mining 

methods. The rule (algorithm) is used to create 

models with predictive capabilities. It provides new 

ways of exploring and understanding data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                      Overview of the System 

               [Prediction of  Heart Disease] 

 

V. Experiments And Results 

  
Data set with 13 attributes(bacteria) were used. All 

attributes are made categorical and inconsistencies 

are resolved for simplicity. To enhance the prediction 

of classifiers, bacteriological algorithm is 

incorporated. Each attribute is treated as a bacteria. 

Algorithm is applied to reduce the number of 

bacteria’s that contribute more for the heart disease. 

 
        Table 2 Classification matrix for the classifier 

 

Input Attributes 

1. Sex                                                                  

2. Chest Pain Type  

3. Fasting Blood Sugar  

4. Restecg – resting electrographic  

5. Exang – exercise induced angina  

6. Slope – the slope of the peak exercise ST segment 

7. CA – number of major vessels colored by 

floursopy 

8. Thal  

9. Trest Blood Pressure  

10. Serum Cholesterol (mg/dl) 

11. Thalach – maximum heart rate achieved 

12. Oldpeak – ST depression induced by exercise 

relative  to rest 

13. Age in Year 

 
Reduced Input Attributes as a result of  

bacteriological Algorithm 

 

1. Type - Chest Pain Type 

2. Rbp - Resting blood pressure 

3. Eia - Exercise induced angina 

4. Oldpk - Old peak 

5. Vsl - No. of vessels colored 

6. Thal -Maximum heart rate achieved 

7. Serum Cholesterol (mg/dl) 
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      Naïve Bayes  classifier was used for diagnosis 

of heart disease and range values were shown below 

for reduced subset 

 

 
    Type  Chest Pain Type                     value 1: typical type 1 

angina, value 2:typical type angina, value 3: non-angina 

pain;       value 4: asymptomatic 

 

Trest bps  Resting blood pressure in (mmHg)  BP<80 

BP-Normal BP<90 BP-Normal-to-High ,BP>90 BP-

High  

 

Chol  Serum cholestral in mg/dl  Chol<200 Chol-

Normal     Chol<400 Chol-High Chol>400 Chol-Severe  

 

Thalach  Maximum heart rate achieved  (value) <100 

 MHR-Normal ,MHR-High,MHR-Severe  

 

Old peak  St depression induced by exercise relative to rest 0 

or1   

 

Exang  Exercise induced angina (value) <1.5 DE-

Normal(value) <2.5 DE-Normal-to-High (value) >2.5 DE-

High   

 

Vsl               number of major vessels colored                    

(value 0 – 3) 

                  Input Attributes list and description 

 

    The classifiers was fed with reduced data 

set with 7 attributes (Table 2). Data set of 110 

records were used. Results are shown in Table 3. 

Observations exhibit that the Naïve Bayes classifier 

performs  good accuracy with incorporating feature 

subset selection using                bacteriological 

algorithm.   

         Table 3  Result of the classifier 

 

6. Conclusion: 
Decision Support in Heart Disease 

Prediction System is developed using Naive Bayesian 

Classification technique. The system extracts hidden 

knowledge from a historical heart disease database. 

This is the most effective model to predict patients 

with heart disease. The system predicts with good 

accuracy with less no of attributes. DSHDPS can be 

further enhanced and expanded by applying with 

other data mining techniques for subset selection. It 

can also incorporate other medical attributes besides 

the above list.  
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