Application of Vector Space Model to Query Ranking and Information Retrieval
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Abstract: Retrieving information from the Internet and large databases is quite difficult and time consuming especially if such information is unstructured. Several algorithms and techniques have been developed in the area of data mining and information retrieval yet retrieving data from large databases continue to be problematic. A typical large Information Retrieval application, such as a Book Library System or Commercial Document Retrieval Service, will change constantly as documents are Added, Changed, and Deleted. This constrains the kinds of data structures and algorithms that can be used for Information Retrieval. In this paper, the Vector Space Model (VSM) technique of information retrieval was used. First, we computed the similarity scores using the weighted average of each item. The cosine measure is then used to compute the similarity measure and to determine the angle between document’s vector and the query vector since VSMs are based on geometry whereby each term has its own dimension in a multi-dimensional space, queries and documents are points or vectors in this space. The cosine measure is often used. We then found out that it is easier to retrieve data or information based on their similarity measures and produces a better and more efficient technique or model for information retrieval.
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I. INTRODUCTION

Retrieving information [1] [2] [3] from the Internet and from large database is quite difficult and time consuming especially unstructured information [4] [5]. A lot of algorithms and techniques have been developed in the area of data mining and information retrieval yet retrieving data from large databases continue to be problematic. In this research work, we used the vector space model to rank information based on computed cosine. First, we computed the similarity scores using the weighted average of each item. The cosine measure is then used to compute the similarity measure and to determine the angle between document’s vector and the query vector since VSMs are based on geometry whereby each term has its own dimension in a multi-dimensional space, queries and documents are points or vectors in this space. The cosine measure is often used.

Another feature that Information Retrieval Systems [9] [10] share with DBMS is Database Volatility. A typical large Information Retrieval application, such as a Book Library System or Commercial Document Retrieval Service, will change constantly as documents are Added, Changed, and Deleted. This constrains the kinds of data structures and algorithms that can be used for Information Retrieval [11]. A typical Information Retrieval System meets the following functional and non-functional requirements. It must allow a user to add, delete, and change documents in the database [12]. It must provide a way for users to search for documents by entering queries, and examine the retrieved documents. It must accommodate databases in the megabyte to gigabyte range, and retrieve relevant documents in response to queries interactively-often within 1 to 10 seconds [13].

Information Retrieval [14] is the multidisciplinary science of data search. Information Retrieval is now a mature field in computer science, and its paradigms are actively applied in diverse areas such as search engines, file systems, digital libraries, and video surveillance. The data repositories can store anything from text to digital video, and the collection size is often immense [15][16]. These massive collections pose significant challenges for the algorithms which manipulate the data. A major example of a massive dataset is the World Wide Web. There is considerable debate over exactly how much information is available on the World Wide Web. The dynamic nature of the web makes it difficult to determine the exact size [17]. The goal of information retrieval (IR) is to provide users with those documents that will satisfy their information need. We use the word “document” as a general term that could also include non-textual information, such as multimedia objects. Users have to formulate their information need in a form that can be understood by the retrieval mechanism [18]. There are several steps involved in this translation process that we will briefly discuss below. Also, the contents of large document collections need to be described in a form that allows the retrieval mechanism to identify the potentially relevant documents quickly. In both cases, information may be lost in the transformation process leading to a computer-usable representation [19] [20]. Hence, the matching process is inherently imperfect. Collection size is often immense. These massive collections pose significant challenges for the algorithms which manipulate the data [21]-[23].
II. RELATED WORK

Berry et al. [24] propose a vector space model called orthogonal factorization matrix for retrieving information in a large database. The technique uses mathematical concepts from linear algebra for determining the weighted value of terms in documents using matrix approach whereby terms are represented in rows and documents are represented in columns each document is then checked against the query to determine the frequency of occurrence of each term. These are then represented in a matrix form and the cosine score of each ranked document is then computed. The resulting matrix of the term-by-document is then normalized and then transposed by ranked reduction by using QR factorization followed by SVD to identify and remove redundant information in the matrix representation of the database. By using ranking of the term-by-document matrix, a geometric interpretation of the vector space model is formed.

Singh and Dwivedi [25] discuss the various approaches of vector space model to compute similarity score of hits in information retrieval. These approaches are Term Count Model, TF-idf model and the vector space model based on normalization. Based on the similarity function between vector document and query term, the similarity function is computed using database collection of retrieved documents, query and index term. The term frequency-inverse document frequency (TF-idf) is used to determine how important a word is in a document based on weighting factor in information retrieval and converts textual representation of information into a vector space model, term-count model gives better results for long documents when compared with small documents. Thus long documents have a score. The TF-idf method uses weight to show the importance of words in the document especially for stop-words (e.g., a, an, the etc.) filtering that is common to give weights to meaningful terms. This is because stop-words are known to have low weight. The three approaches of vector space all perform well for long documents where the frequency term in documents is high.

Hiemstra and De Vries [26] propose the language model by the retrieval algorithms to the widely accepted traditional algorithms for information retrieval: the Boolean model, the vector space model, and the probabilistic model. The proposed algorithm is used to match terms when computed for efficient information retrieval. The language models for information retrieval are somehow similar to both the tf.idf term weighting in vector space model and relevance weighting in probabilistic model. Thus the work proposed a strong theoretical approach of the language modeling approach by showing that the approach performs better than the weighting algorithms developed in traditional models. Therefore, the language modeling approach result in tf.idf term weighting, the tf component and the idf component are both logarithmic thus making it a tf + idf algorithm and not tf.idf algorithm as formerly claimed. Furthermore, they use collection frequency instead of document frequencies.

Lv and Zhai [27] proposed adaptive feedback approach to information retrieval. It is a learning approach to adaptively predict the optimal balance coefficient for each query and each collection. These include discrimination of query, discrimination of feedback documents, and divergence between query and feedback documents. They used three heuristics to characterize the balance between query and feedback information by determining a number of features and combining them using linear regression to predict their coefficient.

Tsatsaronic and Panagiotopoulou [28] propose the Generalized Vector Space model for retrieving semantic information for word thesauri like WordNet. In this technique, they incorporated semantic information by modifying the standard vector space model. From the experimental evaluation, a test was conducted on the performance of the semantic relatedness measure (SR) for a pair of words using three benchmark data sets. The semantic relatedness measure considers all of the semantic links in WordNet such as a graph, weight edges based on type and depth by computing the maximum relatedness between any two nodes, connected via one or more paths. Then a performance evaluation was conducted. The correlation for the three data sets shows that SR performance is better than any other measure of semantic relatedness. Using three TREC collections, the experimental result shows that semantic information can boost text retrieval performance.

Wong et al. [29] modeled information by using vector spaces. The model proposed a generalized Vector Space Model (GVSM). Considering the limitations associated with Boolean model of information retrieval due to its sound generalization of the traditional vector space model for computing the correlation of relevant terms. First, the authors explained how the elements of Boolean algebra can be modeled as vectors in a vector space and by representing terms as Boolean expression by showing whether two vectors are identical or orthogonal. They show that if to vectors are identical (i.e., not orthogonal), then the corresponding Boolean expressions have at least one minterm in common. Using GVSM, they generalized the term vector representation such that the coefficients are not binary such that the representation of a document is taken to be a sum of term vectors. The vector sum operator and the document is hypothesized as a vector sum of the associated term vectors.

III. METHODOLOGY

The Vector Space Model (VSM) is a technique used to represent documents and queries as vectors in multidimensional space, whose dimensions are the terms used to build an index to represent the documents [30]. It is the most widely used technique for information retrieval due to its simplicity; efficiency over large document collections and it is very appealing to use. The effectiveness of the VSM depends mostly on the term weighting applied to the term of the document vectors. The VSM has three phases: (1) the document indexing phase, where content bearing terms are extracted from the document text; (2) the weighting of the indexed terms to enhance retrieval of document relevant to the user; and (3) ranking the document with respect to the query based on similarity measure. Figure 2.x shows a typical example of a Vector Space Model for two documents, three terms and a query.
Calculations in the VSM are based on geometry whereby each term has its own dimension in a multi-dimensional space, queries and documents are points or vectors in this space. The cosine measure is often used to computes the similarity measure and to determine the angle between documents vector and the query vector. This cosine measure formula is:

\[
\text{Cosine}(D_i, Q) = \frac{\sum_{j=1}^{t} d_{ij} \cdot q_j}{\sqrt{\sum_{j=1}^{t} d_{ij}^2 \cdot \sum_{j=1}^{t} q_j^2}}
\]

where \( D_i \) = number of documents
\( Q \) = query
\( ij \) = rows and columns
The angle between two vectors is a measure of divergence between the vectors in a \( V \)-dimensional Euclidean space, where \( V \) represents the size. Thus VSM is used to rank documents by the similarity between the query and each document (Salton and McGill, 1983).

The similarity measure of two documents is determined by:

\[
\text{sim}(q, d) = \frac{1}{W_qW_d} \sum w_q, t \times W_qW_d = \sqrt{\sum_t W_2d_t}
\]

where \( W_q \) is the same for all documents
\( w_{q,t} \) and \( w_{d,t} \) can be accumulated as we process the inverted list
\( W_d \) can be pre-computed

Using the vector space model for retrieving information, a user queries the database to find relevant documents, by using the vector representation of the documents involved. Using query matching, it is possible to find document most similar to the query used and also to determine the weighting of terms using the cosine measure. Using a collection of terms and documents, we illustrate the query matching process based on six (6) terms and five (5) documents. In this case, a user is searching for information about how chickens produce their young ones. Based on this term by document query search process, we write the corresponding query as a vector using one (1) to represent the query term that appears in each document and zero (0) to represent non-terms in each document. We then search for relevant documents by computing the angles between the query vector and the document vectors. A threshold value of 0.5 is set to determine if a document will be returned as relevant or not. Using this threshold, a document is returned as relevant only if the cosine of the angle it makes with the query vector is greater than the threshold value we already set. Thus all the documents having the term 1 (\( T_1 \)): chickens(s) are returned as relevant.

Using query comparison to determine the document that is most relevant, we use the cosine of the angle between the query vector and the document vectors. The equation used is:

Thus using VSM, document collection can be represented by a matrix of term weights.

<table>
<thead>
<tr>
<th>Term1</th>
<th>Term2</th>
<th>...</th>
<th>Term6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doc1</td>
<td>( d_{11} )</td>
<td>( d_{12} )</td>
<td>( ... )</td>
</tr>
<tr>
<td>Doc2</td>
<td>( d_{21} )</td>
<td>( d_{22} )</td>
<td>( ... )</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>Docn</td>
<td>( d_{n1} )</td>
<td>( d_{n2} )</td>
<td>( ... )</td>
</tr>
</tbody>
</table>

The weight based on count and idf value, we computed the count TF\(_{i,j}\) and the WEIGHT and based on the resultant values, we computed the similarity scores using Pythagoras theorem and applied the dot product by first determining the cosine angles between the term vector and document vectors. We then ranked the document based on the similarity scores computed to determine the relevance by which these documents can be retrieved. Table 3.x shows the result computed based on the terms and the documents.

**Query:** How chickens produce their young ones
How chickens lay eggs and latch them
\( D_1 \): Chickens are in the class of birds
\( D_2 \): Chickens latch their young ones
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D₅: Chickens lay eggs before they latch them
D₆: The eggs are incubated before being latched to chickens. D₇: The incubation period takes 21 days. D₈ =

\[ \log \left( \frac{D_i}{df_i} \right) \]  dfi = number of documents containing term j.

Table: Weight based on term count and idf value

<table>
<thead>
<tr>
<th>Terms</th>
<th>Q</th>
<th>D₁</th>
<th>D₂</th>
<th>D₃</th>
<th>D₄</th>
<th>D₅</th>
<th>D/dfi</th>
<th>IDFj</th>
<th>Q</th>
<th>D₁</th>
<th>D₂</th>
<th>D₃</th>
<th>D₄</th>
<th>D₅</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chicken (5)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>1.67</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lay (5)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>0.699</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Eggs</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1.25</td>
<td>0.2227</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Incubate (ia)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2.5</td>
<td>0.3979</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Latch (ed)</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1.25</td>
<td>0.0969</td>
<td>0.0969</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Bird (5)</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2.5</td>
<td>0.3979</td>
<td>0.3979</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**COMPUTING SIMILARITY SCORES**

Using Pythagoras theorem, we compute the magnitude of the vector as

\[ |D_i| = (a_{i1}^2 + a_{i2}^2 + a_{i3}^2 + \ldots + a_{in}^2)^{1/2} \]

\[ |D_1| = \sqrt{12 + 12} = \sqrt{2} = 1.4142 \]

\[ |D_2| = \sqrt{12 + 12 + 12} = \sqrt{3} = 1.7321 \]

\[ |D_3| = \sqrt{12 + 12 + 12 + 12} = \sqrt{4} = 2.0 \]

\[ |D_4| = \sqrt{12 + 12 + 12 + 12 + 12} = \sqrt{4} = 2.0 \]

\[ |D_5| = \sqrt{12 + 12 + 12 + 12} = \sqrt{4} = 2.0 \]

**IV. RESULTS AND DISCUSSION**

Based on the computation, we applied the dot product which is Q.D

Q.D₁ = 1x1 + 1x0 + 1x0 + 1x0 + 1x0 + 0x1 = 1
Q.D₂ = 1x1 + 1x0 + 1x0 + 1x1 + 0x1 + 0x1 = 2
Q.D₃ = 1x1 + 1x1 + 1x1 + 1x1 + 1x1 = 4
Q.D₄ = 1x1 + 1x0 + 1x0 + 1x0 + 1x1 + 1x1 = 3
Q.D₅ = 1x1 + 1x0 + 1x0 + 1x0 + 1x0 + 1x1 + 1x1 = 3

But Dot product = (magnitudes produce) cosine angle

\[ \cosine Q = \sin (Q, D_i) = \frac{q \cdot Di}{|Q| \times |Di|} \]

\[ \therefore \cosine Qd_2 = \frac{Q \cdot D_1}{|Q| \times |D_2|} = \frac{1}{2.0 \times 1.4142} = 0.3536 \]

\[ \cosine Qd_3 = \frac{Q \cdot D_2}{|Q| \times |D_3|} = \frac{2}{2.0 \times 1.7321} = 0.5773 \]

\[ \cosine Qd_4 = \frac{Q \cdot D_3}{|Q| \times |D_4|} = \frac{4}{2.0 \times 2.0} = 1 \]

\[ \cosine Qd_5 = \frac{Q \cdot D_4}{|Q| \times |D_5|} = \frac{3}{2 \times 2} = 0.75 \]

\[ \cosine Qd_6 = \frac{Q \cdot D_5}{|Q| \times |D_6|} = \frac{3}{2 \times 2} = 0.75 \]

From the computation, d₁ is ranked 1, d₄ and d₅ are ranked 2, d₃ is ranked 4 while d₁ even though it is not ranked, it also has some terms in the document. First, we computed the similarity scores using the weighted average of each item. The cosine measure is then to compute the similarity measure and to determine the angle between documents vector and the query vector since VSMs are based on geometry whereby each term has its own dimension in a multi-dimensional space, queries and documents are points or vectors in this space. The cosine measure is often used. We then found out
that it is easier to retrieve data or information based on their similarity measure and produces a better and more efficient technique or model for information retrieval. From these results, it was seen that query \( d_1 \) is ranked most and will appear first when retrieving information from the Internet using a search engine.

V. CONCLUSIONS

Retrieving information from the Internet and from large databases is quite difficult and time-consuming especially if such information is unstructured. A lot of algorithms and techniques have been developed in the area of data mining and information retrieval yet retrieving data from large databases continues to be problematic. In this research work, we used the vector space model for retrieving information on the Internet. First, we computed the similarity scores using the weighted average of each item. The cosine measure is then to compute the similarity measure and to determine the angle between documents vectors and the query vector since VSMs are based on geometry whereby each term has its own dimension in a multi-dimensional space, queries and documents are points or vectors in this space. The cosine measure is often used.

We then found out that it is easier to retrieve data or information based on their similarity measures and produces a better and more efficient technique or model for information retrieval. This research work is very significant in that it aims to design a tool that will enable users to retrieve information from the Internet more efficiently and effectively. Another feature that Information Retrieval Systems share with DBMS is Database Volatility. A large information retrieval application, such as a Book Library System or Commercial Document Retrieval Service, will change constantly as documents are Added, Changed, and Deleted. This constrains the kinds of data structures and algorithms that can be used for Information Retrieval.
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