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Abstract – Multiple sequence alignment is the task of recognizing evolutionarily or structurally related positions in a collection of multiple amino acid sequences. That means it can tell us about the evolution of the organisms, it can see which regions of a gene are prone to mutation and which can have one residue substituted by another without altering function, it is possible to study Homologous genes and can discover paralogs and orthologs genes that are evolutionary related. Though the multiple sequence alignment problem has been studied for several decades, many modern studies have demonstrated significant growth in refining the accuracy or scalability of multiple and pairwise sequence alignment algorithms. In this paper, the review of state-of-the-art multiple sequence alignment algorithms which were developed up to now are specified.
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I. INTRODUCTION

Multiple sequence alignment (MSA)[1] is the dominant method for deducing biological facts from a set of sequences. It encompasses the alignment of more than two sequences and aims to discover alike positions across the aligned query set of sequences. An MSA can be observed as a 2-dimensional table in which the sequences are the rows and the columns of equivalent amino acids have been arranged by placing gap characters in suitable positions, such that the biological relationship of the sequences is best characterized. An MSA can provide a treasure of information about structure-function relationships inside a set of protein sequences, e.g., the evolutionary conservation of functionally or structurally important amino acids at certain sequence positions or conserved hydrophilicity patterns in precise regions. MSAs are an essential requirement to many computational approaches of investigation of protein families, such as homology modelling, secondary structure prediction, and phylogenetic reconstruction. An MSA is a challenge to signify evolutionarily associated sequences in the most reliable way. Even with the considerable history of MSA the methodology to find good sequence alignment is still under continuous development. It is because of the complex relationship often exists among homologous sequences, combined with a lack of information about their accurate evolutionary history, absolute certainty about the perfection of MSAs is often hard to achieve.

With the completion of the first draft of the human genome and well over one hundred genomes of other species, the precise alignment of biological sequences has become more important than ever. This is due to the fact that the direct prediction of a protein’s structure and function is still a major unresolved problem. To increase the familiarity of the function and interaction of protein sequences obtained by sequencing techniques, many initiatives are underway for large-scale proteomics and structure elucidation of novel genomic proteins. However, roughly 50% of the proteins in most sequenced species do not have an assigned function, and consequently an important target of bioinformatics method development is aimed at gathering the function of an increased fraction of translated proteins by enhancing comparative sequence techniques. In the pursuit for knowledge about the role of a certain unknown protein in the cellular molecular network, comparing the query sequence with the many sequences in annotated protein sequence databases often leads to useful suggestions regarding the protein’s 3-dimensional (3-D) structure or molecular function. Significant growth has been made in homology searching over the last few years by using MSA techniques in iterative sequence database search strategies [2]. Many current research projects aim to improve the sensitivity of (multiple) sequence alignment techniques, which require high-performance computing given the current and briskly growing database sizes. Given the plethora of sequence data, the alignment engines also have to be tremendously fast and fully automatic to be included in genomic pipelines.

Before boarding on a review of the large number of approaches to multiple sequence alignment, it is important to specify that each of the methods comes with individual strengths and weaknesses relating to accuracy, sensitivity, speed, consistency, versatility, and the like. There is no single best method for each individual query set of sequences. The user should therefore try number of approaches, preferably including different strategies, to approach the biological complexity of most MSA problems.

II. GLOBAL OR LOCAL METHODS

Many MSA techniques accomplish global alignment [3] and match sequences over their complete lengths. Difficulties with this approach can arise when sequences that are only homologous over local regions are matched. In such situations,
global alignment techniques might be unsuccessful to identify extremely similar internal regions because these may be dominated by divergent stretches and high gap penalties normally required to achieve proper global matching. Moreover, many biological sequences are modular and show shuffled domains [4], which can extract a global alignment of two complete sequences meaningless. The occurrence of varying numbers of internal sequence repeats [5] can also strictly limit the applicability of global methods. Generally, when there is a large difference in the lengths of two sequences to be compared, it is desirable to take account of local alignment techniques in the analysis. To address these problems, Smith and Waterman [6] developed a so-called local alignment technique in which the most similar regions in two sequences are carefully chosen and aligned. For multiple sequences, the main automatic methods include the Gibbs sampler [7], MEME [8] and Dialign2 [9]. These local MSA programs often perform well when there is a clear block of ungapped alignment commonto all of the sequences, but perform poorly under moderate gap requirements and show inferior results over general sets of test cases when compared with global methods [10][11].

III. ACCOMPLISHMENT OF MSA

Performing an MSA on a given set of protein sequence and extracting maximum information from the alignment comprises a number of prominent steps:
1. The selection of sequences.
2. The choice of the scoring function used to compare sequences or sequence blocks.
3. The application and optimization of this scoring function in compiling the alignment.

Selecting the Sequences

An MSA can be ambiguous when a sequence set contains sequences that are not homologous. Ideally, the sequences should all be orthologs, but in practice it is frequently difficult to ensure that this is the case. It should be stressed that most MSA routines will produce an alignment even in the case of biologically unrelated sequences, which can give rise to false recommendations regarding the proteins’ structure or function. A commonly used way to create a sequence set around a given query sequence of interest is to make use of a homology searching technique [12] to scour sequences in public sequence databases.

The Scoring Function

The scoring function is the formalization of the biological knowledge used in aligning the sequences. Ideally, it should contain all available knowledge about evolutionary, structural, and functional aspects of the compared sequences, so that the scoring function estimates the biological reality. In practice, however, this information is often not available or cannot be formalized mathematically. Although each cross-comparison of a residue between two sequences should in reality be calculated individually based on its structural and functional context, the most widely used scheme to compare sequences is based on generalized averages for scoring each pair of residuetypes, given in the form of a symmetric 20×20 amino acid exchange matrix. The scheme models the alignment of two sequences as a Markov process, where the amino acid matches are considered independent, so that the product of the probabilities for each match within an alignment can be taken.

Applying the Scoring Function

Apart from being a fundamental genetic challenge, MSA is also a computationally intense problem, which means that for all but the smallest data sets of less than 10 sequences, an exact solution is not realistic. Algorithms that perform simultaneous alignment over a multidimensional search matrix, where each sequence in the MSA represents an extra dimension [13][14], come closest to an exact solution. The most populous class of algorithms is that of progressive MSA methods. The progressive strategy infers that an algorithm for pairwise sequence alignment is recurrently used in a stepwise fashion until all sequences are aligned. In the huge majority of progressive methods the Dynamic Programming (DP) strategy is approved. The DP strategy guarantees that, given an amino acid exchange matrix and gap penalty values, the highest scoring or optimal pairwise alignment is calculated. The progressive alignment strategy reuses the pairwise DP algorithm in a “greedy” manner; i.e., alignments formed during the progression towards the final MSA cannot be changed anymore. The main difference between the available DP-based methods is the way in which the information of aligned blocks of sequences is represented. While early methods used consensus sequences to represent alignment blocks, current methods all use a profile formalism to represent the information in an MSA [15]. Recent developments in multiple alignment techniques have mainly concentrated on sensitive and optimal models to represent MSA information. A class of practises that are able to revisit and optimize is that of iterative multiple alignment techniques. Iterative techniques [16] attempt to enhance the alignment quality by gleaning information from a multiple alignment assembled in an earlier round, which is then useful in a next round to improve the alignment according to a given scoring scheme. Another class of alignments is stochastic alignments, where probabilistic frameworks such as hidden Markov models and Bayesian networks have been attempted. Other techniques based on fast computational techniques such as suffix trees and fast Fourier transforms (FFT).

IV. DIFFERENT METHODS OF MSA

MSA is a complex problem and over the past 4 decades an increasing number of methods have been established that try to solve, each with their own strengths and weaknesses. A summary of the properties and accessibility of the various methods is discussed as follows.
BioPat

BioPat is a mathematical package that comprises the first-ever integrated MSA method, which is a global progressive algorithm with iteration abilities [22]. Initially, a coalescence tree (dendrogram) is constructed based on all pairwise similarities of the sequences to be aligned, matched by dynamic programming. The method provides choices among many of the commonly used clustering techniques to build the dendrogram, such as Unweighted Pair-Group Mean Average (UPGMA), the present-day ancestor method or the Neighbor-Joining (NJ) method. Once the dendrogram is completed, the sequences are progressively aligned following the branch order of the dendrogram. The resulting alignment is then used to infer the associated new pairwise similarities and the initial dendrogram is updated to produce a new alignment. A new dendrogram is then constructed iteratively, from which a succeeding alignment is created based on the increased information.

MultAlin

The method MultAlin [23] follows the Hogeweg and Hesper style in that it uses hierarchical clustering for building a guide dendrogram and iteration. For the alignment of two sets of sequences it uses the average similarity score between a pair of alignment columns, one from each set, which is the average over the amino acid exchange values connected with all pairwise intercolumn residue comparisons. This way of scoring alignment positions effectively follows the profile comparison technique.

MULTAL

The early method MULTAL [24] is very fast and constructs a dendrogram during the progressive alignment, as in the method of Feng and Doolittle. It uses a fast sequential branching method to align the closest pairs of sequences first and then subsequently align the next closest sequences to those already aligned. The order in which the sequences are aligned is largely based on the global amino acid composition of the sequences, which saves the fixed cost of performing all-against-all pairwise alignments. Blocks of aligned sequences are scored by dynamic programming similar to the method MultAlin, but the similarity of two alignment columns is additionally normalized by the minimum number of sequences in either of two compared alignment blocks.

MultAlign

The global progressive method MultAlign [25] establishes a simple chain order in which the individual sequences are aligned one by one. Initially, all pairwise alignment scores are determined and the two most similar sequences are matched first. During further iterations, the sequence showing the highest alignment score when matched with the prealigned sequence block is added to it. The MultAlign method incorporates iteration capabilities in that the resulting MSA can be progressively refined by realigning each sequence with the previous alignment from which that sequence is deleted i.e., sequence A1 is matched with aligned sequences A2...AN; sequence A2 is then realigned with the alignment of A1, A3...AN, and so forth. This process is repeated until all N sequences are realigned.

ClustalW, ClustalX

ClustalW and the later window graphic user interface (GUI) version ClustalX are the newest versions of the global progressive alignment algorithm Clustal [26], and are generally considered as the standard method for MSA. The progressive strategy used is a simplification of the original Feng and Doolittle scheme. The alignment is constructed by first building a guide dendrogram using Neighbor-Joining, based on sequence similarity, which is subsequently used to order successive pairwise alignments. The already aligned sequences are reduced to a profile for the subsequent pairwise alignment. However, during the progressive alignment process, highly specialized heuristics are applied to try and optimize how the sequence information is processed. When the sequences are ordered for alignment according to the precomputed dendrogram, the alignment of distantly related sequences is delayed, thus overriding the dendrogram. Also the pairwise alignments are performed using local gap penalties and there is automatic selection and adjustment of the residue substitution matrix and gap penalties, respectively. ClustalW and ClustalX perform best when the sequences to be aligned are global cases and have no obvious outlier. The evolutionary distance between the sequences must be relatively low, thus producing a densedendrogram. Also, the penalty scheme used by ClustalW/X discriminates against long insertions and deletions (indels) and will, therefore, exhibit reduced accuracy in such cases. The algorithm is reasonably fast and can handle sizeable sets of sequences. However, its speed decreases when it is given very large set of data, such as genomic data, and the overall performance is less accurate when compared to the other available methods and such as POA.

MSA

The simultaneous alignment algorithm MSA employs multidimensional dynamic programming. Note that MSA here denotes the name of the Lipman algorithm rather than the abbreviation for multiple sequence alignment used throughout this unit. To reduce computations, the MSA method employs the Carillo and Lipman [27] approach, which estimates, using pairwise alignments, how much around the N-dimensional search matrix diagonal needs to be searched, where N is the number of sequences to be aligned. The Carillo and Lipman method generalizes the earlier pairwise diagonal strip method of Ficket to N dimensions. Although this approximation of simultaneous alignment optimizes the sum-of-pairs score, which in principle is much more accurate and error-free than progressive methods using the same optimization, it has huge limitations in how many sequences it can simultaneously align due to its excessive memory and
computational requirements. Up to 10 sequences of 200 to 300 residues in length can be aligned with the MSA method. The method addresses an additional problem in the comparison of multiple sequences, which is the weighting of the aligned sequences, as similar sequences should not dominate the final alignment.

**DCA, OMA**

The DCA (Divide-and-Conquer MSA) method [28] is an strict divide-and-conquer alignment algorithm. DCA follows the same strategy as the MSA algorithm by Lipman and performs simultaneous MSA instead of the progressive approach. The DCA approach is an challenge to overcome the computational complexity of the MSA method. The divide-and-conquer strategy first selects the longest sequence in the set to be aligned and cuts it near its midpoint. The rest of the sequences are also cut at suitable positions, which are calculated through a heuristic method to reduce computational time, and consequently two new subsequence sets arise. This can then be repeated on the subsequence sets until a certain predefined minimum threshold for subsequence length is reached. The smaller the threshold value setting, the faster, but less optimal, the alignment becomes. The now shorter sets of subsequences can then be separately aligned using the MSA algorithm, thus reducing the time and memory requirements. At the end, all the subalignments are concatenated to produce the full final alignment. DCA represents an enhancement in accuracy and speed with respect to MSA, but computational time is still very sensitive to sequence distance and length so that the number of sequences that can be aligned still remains very low. The DCA algorithm has also been implemented as an iterative scheme called OMA. The OMA method denotes an enhancement with respect to speed and accuracy by adding face bounding, gray code enumeration, sequence weighting, realignment of cut positions, and parallelization techniques. The OMA protocol initiates a DCA alignment using a very low sequence length threshold that is only calculated once. Using this calculated threshold, a new larger threshold is produced at each iteration. This means that the alignment becomes slower at each subsequent iteration but also more optimal. The user can set the number of iterations to get a negotiation between alignment speed and quality. Although OMA shows many improvements in memory usage and accuracy, it is still computationally demanding for average systems and cannot handle large data sets.

**Dialign**

Dialign [29] is a local consistency-based alignment algorithm, which, instead of aligning single residues, aligns whole sequence segments. These segments can be imagined as diagonals, as they would appear on a dot plot of a dot matrix analysis. The most recent version, Dialign2 [30] originally achieves all pairwise alignments of the sequences to be aligned, after which all un ungapped segments (diagonals) are identified. Consistent sets of diagonals are then determined and added sequentially to the alignment using an iterative mathematical procedure that determines the optimal order of addition. Only sequence fragments for which matched segments are found are aligned; regions in-between blocks of similar segments are left unaligned. The improvement of Dialign2 compared to Dialign1 is the modification of the original weighting of diagonals, which was formerly based on Altschul and Erickson. The Dialign2 algorithm is both an accuracy and computational time enhancement over the original method. Morgenstern reported that Dialign2 outperforms many local and global algorithms in identifying related motifs, such as ITERALIGN, ClustalW, MultAlin, DCA and Match-Box. Dialign2 has also been shown to perform well in both local and global cases of varying evolutionary distance and, more recently, in multidomain cases against T-Coffee, POA and ClustalW.

**MEME**

The program MEME [31] is a tool for unsupervised motif searching within DNA and protein sequences, which operates using an expectation maximization (EM) algorithm. It discovers occurrences of motifs by matching the residue composition at each position of a putative motif against the general composition of background sequence regions that do not show the motif. Regions viewing the most selective compositions are then selected as motifs. A limitation of the MEME motifs is that they are ungapped, but the program can find multiple occurrences in individual sequences, which on the other hand do not need to be encountered within each input sequence. Another useful feature of the MEME method is that it is geared towards finding DNA palindrome sequences, which are often implicated as DNA binding sites for proteins.

**ITERALIGN**

The program ITERALIGN [32] is a local iterative algorithm that optimizes the consistency between local pairwise alignments and their embedding in an MSA across all input sequences. It first aligns all ungapped regions of significant local similarity. The high scoring sections are then iteratively changed by a consensus, based on the distance between them. The prevailing consensus set is used as input to the next round, till convergence is reached. Core blocks are mined and optimized using local dynamic programming to further enhance the result. Finally, these blocks are interconnected to produce the final alignment. Each of these aligned blocks can then be studied autonomously as a potential functional/structural unit.

**MACAW**

MACAW is the iterative local progressive alignment algorithm, which permits the user to lock or shift regions in an alignment, while nonlocked subsequences are aligned automatically. The method is semi-automatic and produces blocks of alignments shared by all or a subset of the sequences. It is likely to iteratively define conserved regions such that the fraction of poorly defined segments which must be aligned automatically become fewer at each iteration cycle. The GIBBS technique of Lawrence has been united in the MACAW procedure to detect the local fragments.
Match-Box

This technique Match-Box [33] targets to find ungapped sequence regions with a high degree of similarity across a set of input sequences. This is achieved by matching the frequency distribution of all pairwise aligned sequence fragments, with that derived from shuffled sequences. Using a set of the most similar nine-residue fragments, local alignments are formed for each fragment, if similarity outside a threshold is found with segments across all other sequences. Boxes of ungapped regions are then defined from these local alignments and accumulated in a final alignment with unaligned amino acids and gaps in between the boxes. This system also produces a reliability index for the aligned positions within the boxes, which trusts on statistics derived from examining a moderately small number of known family alignments.

PileUp

The GCG package alignment program PileUp [34] is a global progressive alignment algorithm. It generates an MSA by means of a simplification of the progressive alignment method of Feng and Doolittle. It creates an UPGMA-based dendrogram and for the alignment of two sets of matched sequences, uses the average alignment similarity score of Clustal. PileUp is limited to 500 sequences, with any single sequence in the final alignment reserved to a maximum length of 7000 characters. If longer sequences are encompassed in the alignment, the number of sequences PileUp can align decreases.

PRrp

PRrp [35] is a global iterative stochastic alignment algorithm. This algorithm is a double-nested approach for MSA optimization. In the inner iteration, the sequences are separated into two groups and subsequently readjusted using a global group-to-group alignment algorithm. When the inner iteration converges, new pairwise sequence weights are derived from a dendrogram constructed with the UPGMA cluster criterion and used to calculate the alignment scores when sequence blocks are matched. When these weights converge, the outer iteration stops. Gotoh reported better accuracy when related to ClustalW. These results were confirmed using JOY, a database of structural alignment and later on BAliBASE in the assessment of T-Coffee.

POA

The Partial Order Alignment [36] is an extension of the conventional dynamic programming approach. Instead of performing pairwise alignments following a specific order (from a guide tree), sequences are aligned in the order in which they are given. The emergent MSA is represented by a “partial order graph,” in which identical residues within a column are merged and the information of the sequence origin is stored. Thus, despite the shortened representation, all of the information of the MSA is retained. A typical PO-MSA of similar sequences encloses a main “consensus” branch and loops where sequences deviate from each other. The POA dynamic programming matrix reproduces this structure by implementing the bifurcation points, so that the matrix involves multiple two-dimensional layers that part and rejoin according to the PO-MSA graph. The best alignment is found by a conventional trace-back operation. The POA algorithm guarantees that each sequence is aligned to the closest sequence in the growing MSA. POA is a novel local progressive algorithm. The novel feature of this method is that it employs partially ordered graphs to signify aligned sequences instead of profiles. The progressive strategy for this method does not follow a guide dendrogram to decide the order in which the sequences will be aligned, but aligns the input sequences in the order in which they are specified. Each time a new sequence is added to the growing alignment, it is aligned with the most closely related hybrid sequence within the MSA as set by the partial order graph.

PRALINE

PRALINE [37] is a global progressive algorithm. Its unique feature is that it incorporates many policies for alignment optimization. The progressive alignment strategy does not use a precalculated search dendrogram but achieves, at each alignment step, a full profile search with the most recently aligned sequence block. It, therefore, re-evaluates, at each alignment step, which sequences or blocks of sequences should be aligned, and hence controls the alignment order during progressive alignment. The pairwise alignments are accomplished using dynamic programming. PRALINE offers a number of policies to optimize the quality of MSA, such as local global alignment and global and local profile preprocessing, and has weighted iteration capabilities. In addition, it can integrate secondary structure to guide the resultant alignment. PRALINE is more of a tool kit than a one-step MSA method. It allows the user to apply or combine different strategies to a given problem and find the best solution, rather than applying a single approach to everything. The local global optimization strategy implements a local alignment of the sequences first, and then, using that information, performs a final global alignment.

SAGA

The program SAGA (Sequence Alignment by Genetic Algorithm) [38] is an iterative stochastic alignment technique that uses a genetic algorithm (GA) [39] to select the alignment from an evolving alignment population and which optimizes, as an Objective Function (OF), the weighted sum of pairs as used in the MSA program. The algorithm primarily creates a random population of alignments of the sequences, called generation zero (G0). Offspring alignments are then created from the parent alignments in G0 that are estimated for fitness based on alignment superiority. The better the alignment, the more offspring alignments it produces. The operators for offspring alignment creation can be either the
mixing of the contents of the parent alignments (crossovers) or the alteration of a single parent (mutation). This process is iterated through successive generations, permitting only the fittest (best-quality) offspring alignments to advance to the next generation and produce their own offspring alignments. The iteration process halts when no more improvement can be attained. SAGA was found to yield overall better scoring alignments when compared to MSA of Lipman and ClustalW and although optimal alignments could be done for sets of over 30 sequences, the processing time was enormously high. More recently, a measure of consistency between the considered MSA and a corresponding library of Clustal pairwise alignments was taken.

**T-Coffee**

T-Coffee (Tree-based Consistency Objective Function For alignmEnt Evaluation) [40] is a global progressive consistency-based algorithm. Initially, all pairwise alignments of the sequences are performed twice: once with the global alignment method ClustalW where a single global alignment is produced, and once with the local alignment method Lalign where 10 top-scoring nonintersecting local alignments are generated. The results are pooled into primary library of pooled weights for each nonredundant residue pair. The pooled weight for each residue pair corresponds to the sum of scores of the global and local alignments containing that residue pair. Each alignment score is the percentage sequence uniqueness of that alignment. A library extension step is then done using a procedure called matrix extension to measure how residue pairs align with respect to other residues in the library, producing triplet weights. These triplets are then used to assess how well sequences are aligned associated to the other sequences in the data set, rather than looking at pairs of sequences in isolation. The final alignment is built by performing the library extension step to produce a guide dendrogram, which then orders how the sequences are aligned. The assessment of Lassmann and Sonnhammer show that T-Coffee is one of the most reliable MSA methods to date in cases of low to moderate evolutionary distance, with higher accuracy compared to ClustalW, Prpr, Dialign2, and POA. In multidomain cases, it shows good performance as a global alignment method and is only outperformed by local alignment strategies. However, T-Coffee has speed and computational demand boundaries when alignments (>30 sequences) of large sequences (>10,000 residues) are achieved and may even fail to complete them on average-powered systems.

**MUMmer**

Genome-wide sequence alignments need very fast algorithms that can handle millions of nucleotides. The alignment system MUMmer [41] uses “suffix trees,” which allow for an alignment of two entire genomes in linear time and space. The program finds “maximal unique matches” (MUMs) between two input sequences. A suffix tree is a unique character string where the sequences are equal. A new branch is created where they differ. MUMmer creates a suffix tree based on one (reference) sequence and streams the second (query) sequence against it. MUMmer has been used to assemble contigs from shotgun-sequencing to construct the complete genome.

**MAFFT**

The MAFFT program [42] is centered on the fast Fourier transform (FFT) for speedy detection of homologous segments. Amino acids are denoted by volume and polarity values, yielding signal peaks if homologous segments are aligned. The recorded segments are amalgamated to a final alignment by dynamic programming.

**MUSCLE**

MUSCLE [43] is an extensively used program. It has attained a higher rank in accuracy and a faster speed compared to ClustalW and T-Coffee. It includes fast distance estimation using kmer counting; progressive alignment using a new profile function called the log-expectation score; and refinement using tree-dependent restricted partitioning. MUSCLE-SMP [44] was the first parallel attempt of MUSCLE on shared memory system. It achieves an overall speedup of 15.2 on a 16 processors SMP system using OpenMP. It was combined with the multithreaded algorithm in [45]. It used the bag-of-tasks model. Tests on 16 node cluster showed fascinating improvement for progressive alignments and efficiency scales with the advance in the problem size. MUSCLE-based multiscale simulations [46] have been presented in the two types of infrastructures: local HPC cluster and Amazon AWS cloud solutions. It has been joined with grid space virtual laboratory that permits users to develop and execute virtual experiments on the essential computational and storage resources through its website based interface.

**DIALIGN-TX**

DIALIGN-TX uses progressive and greedy approaches for segment-based MSA [47]. It integrated anchors optimizations for accurate alignments.

**DIALIGN-TX-MPI**

It is the parallel version of DIALIGN-TX [48]. It uses an iterative heuristic method for MSA and produces alignments by concatenating ungapped regions with high similarity. It was implemented using both OpenMP and MPI on a 28-cores heterogeneous cluster.

**Sample-Align-D**

Sample-Align-D [49] is another parallel MSA program. It was based on partitioning the set of sequences into smaller subset using k-mer count based similarity index (k-mer rank). Then each subset is individually aligned in parallel. It has
been applied on a cluster of workstation on 16 node using MPI library, and shows a remarkable speedup. It was able to align 2000 randomly selected sequences in less than 10 minutes, compared to over 23 hours on sequential MUSCLE.

**MSAProbs**

MSAProbs [50] is a new and practical multiple protein sequence alignment algorithm intended by combining a pair-HMM and a partition function to compute posterior probabilities. It also examines two critical bioinformatics techniques, namely weighted probabilistic stability transformation and weighted profile-profile alignment, to achieve high alignment accuracy. In addition, it is optimized for modern multi-core CPUs by employing a multi-threaded design in order to decrease execution time. It statistically proves dramatic accuracy improvements over several top performing aligners.

**MSACompro**

MSACompro [51] is a new capable and reliable multiple protein sequence alignment program. It includes predicted secondary structure, relative solvent accessibility, and residue-residue contact information into the currently most accurate posterior probability-based MSA methods. It used a multiple-threading implementation on a 32 CPU cores machine. Benchmarks clearly show improvements in accuracy over the leading tools including MSAProbs.

**ParaAT**

ParaAT [52] is a recent parallel program that is proficient of constructing multiple protein-coding DNA alignments for a large number of homologs. It is well appropriate for large-scale data analysis in the high-throughput era. It allocates each homolog to one of the slave threads; enable user to customize one of multiple sequence aligners (including ClustalW, Mafft, Muscle, T-Coffee); consolidates the results from all slave threads; then parallelly back-translates multiple protein sequence alignments into the corresponding DNA alignments. Tests performed on a 24 cores machine provide good scalability and shows high efficiency.

**V. CONCLUSION**

An MSA can be observed a representation that offers a unified picture of sequence similarity by averaging out matched residues that perhaps cannot be reliably matched over the entire lengths of the sequences. This is because of evolution, mutations, insertions, and deletions of sequence fragments. So the sequence alignment inconsistencies can well arise under divergent evolution. Given these difficulties, building a reliable MSA for a query set of sequences is a overwhelming task. In this unit it has been made strong that the increased attention to multiple sequence alignment methodology has ensued in recent developments regarding most of its facets. The increased focus has also led to the construction of new benchmark databases and novel evaluation protocols. More developments will be significantly dependent on the integration and representation of biological knowledge in new quality criteria. There are now a multitude of high-quality MSA techniques, each with particular strengths and weaknesses. Increased sensitivity could flourish as a result of new consensus protocols to utilize the combined power of the techniques, or new techniques to determine the kind of alignment problem at hand and then invoke the most appropriate method or combination of methods available. In the meantime, however, it remains important for the end user to run a combination of different MSA methods to optimize the biological information derived from a set of sequences.
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