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Abstract: This paper investigates permission-based risk signals that use the rarity of critical permissions and pairs of critical permissions. In this approach, initially reported in permissions that have significant security or privacy impact are identified as critical, and if an app requests a critical permission that is rarely requested by apps in the same category as the app, the app is labelled as risky. Using a binary risk signal, i.e., labelling each app as either risky or not risky, however have significant limitations. A binary risk signal forces the designer to draw a line somewhere, when no line may be correct. This proposes the concept of risk scoring functions. Given a risk scoring function, one can construct a risk signal by choosing a threshold above which the signal is raised. However, believe that it is better to use a risk scoring function for risk communication in the following way. Given this function, one can compute a risk ranking for each app, identifying the percentile of the app in terms of its risk score.
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1. INTRODUCTION

1.1 Objectives
To provide solution that leverages a method to assign a risk score to each app before installing it and display a summary of that information to users in friendly manner which is easy to understand. So that user can identify potentially risky apps. To provide solution that leverages a method to assign a risk score to each installed app and display a summary of that information to users in friendly manner which is easy to understand. So that user can identify potentially risky apps. To provide the solution for Pileup flaws, by sending notification to users whenever the apps gets auto update and gains some extra permission without user consent. This will alert the user about apps abnormal behavior and he can accordingly decide whether to uninstall or keep the app. To provide the functionality to uninstall the selected app if user finds it malicious.

1.2 Why We Use Mobile Computing?
- Checking email.
- Sending SMS, MMS via mobile phones.
- Continuous access to wireless network service.
- Flexible communication btw people.
- Real time business to employee communication.
- Handheld computers without cables.

Fig: 1 Transformation of Mobile IP
Mobile computing is a form of human computer interaction by which a computer is expected to be transported during normal usage.

Mobile computing has three aspects:
(i) Mobile Communication
(ii) Mobile Hardware
(iii) Mobile Software

1.3 Device Components

- Mobile computing refers to using the small portable and hand held computing devices such as PDA, laptops, mobile phones, MP3 players, digital cameras, tablet PC and Palmtops in a wireless enabled network.
- In recent years the growth of mobile broadband and mobile broadband pay as you go devices have meant that many more people and business can take advantage of mobile computing.

II. LITERATURE SURVEY

2.1 Privacy and Usability

Information privacy is issues for users of all types of electronic devices. With regard to smart phones, users are more concerned with privacy on their phones than on computers, and they especially worry about the threat of malicious apps. Among the recommendations made by Chin et al. [37] was to provide “new security indicators in Smartphone application markets to increase user trust in their selection of applications”. The addition of new security indicators not only may decrease the frequency of risky user behaviors, but it may also facilitate the use of smart phones for online transactions by more individuals. The popularity and adoption of Smartphone’s has greatly stimulated the spread of mobile malware, especially on the popular platforms such as Android. In light of their rapid growth, there is a pressing need to develop effective solutions. However, our defense capability is largely constrained by the limited understanding of these emerging mobile malware and the lack of timely access to related sample. We focus on the Android platform and aim to systematize or characterize existing Android malware. Despite this need, studies of various security and privacy measures have shown their usability is typically deficient [38], which often leads to user resistance. Usability of security mechanisms has been studied in contexts other than mobile platforms. Biddle et al. [39] laid out some general ground rules concerning the content of security dialogs; e.g., avoid unfamiliar terms, lengthy messages and misleading or confusing wordings.

2.2 Mobile OS Updating

Mobile operating systems are evolving quickly. Every a few months, major updates or new overhauls of entire systems are made available, bringing to mobile users brand new apps and enriched functionalities. Recent years have witnessed incredible growth in the popularity and prevalence of smart phones. A flourishing mobile application market has evolved to provide users with additional functionality such as interacting with social networks, games, and more. Mobile applications may have a direct purchasing cost or be free but ad-supported. Unlike in-browser ads, the privacy implications of ads in Android applications has not been thoroughly explored. We start by comparing the similarities and differences of in-browser ads and in-app ads. The reliability of patch installation process has never been called into question. For a mobile system, this update process tends to be more complex, due to its unique security model that confines individual apps within their sandboxes and the presence of a large amount sensitive user data (e.g., contacts, social relations, financial information, etc.) within those apps’ sandboxes.
2.3 Risk Identifying
Users make many decisions that affect the overall state of security of any system with which they interact. For security and privacy, most of these decisions relate to the risk to which the individual or system is exposed. Consequently, improving security decisions by users involves taking into consideration factors that influence a user’s risk perception and decision making [38]. As mobile devices become increasingly popular for personal and business use it is becoming increasingly more important to provide users with the ability to understand and control the benefit and risk of running apps on these devices. Mobile devices contain both traditional types of private data, such as contacts, email, and credit card numbers, and new types of resources, including accurate relocation, audio recording, and making phone calls or sending premium SMS messages, all while maintaining constant internet connectivity on high speed wireless networks.

2.4 Security of Android
We show how an attacker can launch malware onto a large number of smart phone users by plagiarizing Android applications and by using elements of social engineering to increase infection rate. Our analysis of a dataset of 158,000 smart phone applications meta information indicates that 29.4% of the applications are more likely to be plagiarized. We propose three detection schemes that rely on syntactic fingerprinting to detect plagiarized applications under different levels of obfuscation used by the attacker. When browsing a specific app from the Google Play website, a user is able to see details about the app via a series of tabs at the top of the page. In addition to an overview, user reviews, and ‘what’s new’ section, one of these tabs presents the permission information. When an app has been selected for installation, permissions are displayed before the user confirms installation. When app installation is performed directly on the device, there is a Play Store app which allows users to find and install new apps. The options and information are the same as on the website, with the primary difference being that the screen may be smaller and so when information is displayed, including permissions, a user has to make more of an effort to view that information.

2.5 Risk Communication
An effective risk communication approach for Android could provide an incentive for developers to reduce the number of permissions requested by apps, similar to UAC’s impact with Windows software developers. By highlighting requested permissions of apps, such risk communication could potentially change user behavior and drive consumption to apps with fewer permissions, thereby creating a feedback loop to developers and having a positive effect on the app ecosystem. Signature-based malware detection tools such as Lookout Security, Norton Mobile Security and Bit Defender Mobile Security detect applications that contain malware. However, they do not detect plagiarized applications that use legitimate permissions, users will still be infected before an attack signature is learned, and the number of infected users can be large due to the centralized nature of markets. Information leakage detection techniques based on taint analysis, access control policies, and kernel modifications protect against stealing critical user information.

III. METHODOLOGY

3.1 Naive Bayes Model
Naive Bayes is a simple technique for constructing classifiers: models that assign class labels to problem instances, represented as vectors of feature values, where the class labels are drawn from some finite set. It is not a single algorithm for training such classifiers, but a family of algorithms based on a common principle: all Naive Bayes classifiers assume that the value of a particular feature is independent of the value of any other feature, given the class variable. For example, a fruit may be considered to be an apple if it is red, round, and about 3” in diameter.

3.2 Bayesian Risk Score
In the previous section we looked at risk signals that operate as a binary signal for some risk that might be present from an app. While this appears to work reasonably well, the binary signal approach is inherently limited. A risk score can be used to compare several different applications and understand a relative risk of installing one app versus another. In this section we describe desirable characteristics of a risk score and then present details for several techniques to generate a risk score for Android applications based on the permissions they request. While the focus of this work is on permissions, the idea of generating a risk score can be extended to account for other features such as source code, developer information, user reviews, privacy policies and various other attributes related to an app.

3.3 Simple Risk Scoring Method
We now show that risk ranking functions based on BNB and PNB can be viewed as using permission rarity to rank apps, and is thus closely related to risk signals discussed in Section 4. When risk scores are used to rank apps, using the probabilities (where lower probability means higher risk) is equivalent to using the negative logarithm of the probabilities (where larger value means higher risk). A Naive Bayes classifier considers each of these features to contribute independently to the probability that this fruit is an apple, regardless of any possible correlations between the color, roundness and diameter features. For some types of probability models, Naive Bayes classifiers can be trained very efficiently in a supervised learning setting. In many practical applications, parameter estimation for Naive Bayes models uses the method of maximum likelihood; in other words, one can work with the Naive Bayes model without accepting Bayesian probability or using any Bayesian methods. Despite their naive design and apparently oversimplified assumptions, Naive Bayes classifiers have worked quite well in many complex real-world situations. An analysis of the Bayesian classification problem showed that there are sound theoretical reasons for the apparently implausible efficacy of Naive Bayes classifiers. Still, a comprehensive comparison with other classification algorithms.
showed that Bayes classification is outperformed by other approaches, such as boosted trees or random forests. An advantage of Naive Bayes is that it only requires a small amount of training data to estimate the parameters necessary for classification.

3.4 Naive Bayes Classification Algorithm

The Naive Bayes algorithm is a classification algorithm based on Bayes’ theorems, and provided by SQL Server Analysis Services for use in predictive modelling. The word naive in the name Naive Bayes derives from the fact that the algorithm uses Bayesian techniques but does not take into account dependencies that may exist. This algorithm is less computationally intense than other algorithms, and therefore is useful for quickly generating mining models to discover relationships between input columns and predictable columns. We can use this algorithm to do initial exploration of data, and then later you can apply the results to create additional mining models with other algorithms that are more computationally intense and more accurate.

How the Algorithm Works?

The Naive Bayes algorithm calculates the probability of every state of each input column, given each possible state of the predictable column. To understand how this works, use the Naive Bayes Viewer in SQL Server Data Tools (SSDT) (as shown in the following graphic) to visually explore how the algorithm distributes states. Here, the Naive Bayes Viewer lists each input column in the dataset, and shows how the states of each column are distributed, given each state of the predictable column. We would use this view of the model to identify the input columns that are important for differentiating between states of the predictable column. For example, in the row for Commute Distance shown here, the distribution of input values is visibly different for buyers vs. non-buyers. What this tells you is that the input, Commute Distance = 0-1 miles, is a potential predictor. The viewer also provides values for the distributions, so We can see that for customers who commute from one to two miles to work, the probability of them buying a bike is 0.387, and the probability that they will not buy a bike is 0.287. In this example, the algorithm uses the numeric information, derived from customer characteristics (such as commute distance), to predict whether a customer will buy a bike. For more information about using the Naive Bayes Viewer, see Browse a Model Using the Naive Bayes Viewer.

Data Required for Naive Bayes Models

when we prepare data for use in training a Naive Bayes model, we should understand the requirements for the algorithm, including how much data is needed, and how the data is used.

IV. RESULT & DISCUSSION

Android is an open source software stack for mobile devices that includes an operating system, an application framework, and core applications. The operating system relies on a kernel derived from Linux. The application framework uses the Dalvik Virtual Machine. Applications are written in Java using the Android SDK, compiled into Dalvik Executable files, and packaged into .apk (Android package) archives for installation. The app store hosted by Google is called Google Play. In order to submit apps to Google Play, an Android developer first needs to obtain a publisher account. After submission, each .apk file gets an entry on the market in the form of a webpage, accessible to users through either the Google Play homepage or the search interface. This webpage contains meta-information that keeps track of information pertaining to the app (e.g., name, category, version, size, prices) and its usage statistics (e.g., rating, number of installs, user reviews). This information is used by users when they are deciding to install a new app. The Android system’s built-in defense against malware consists of two parts: sandboxing each app and warning the user about the permissions that the app is requesting.

4.1 Data Cleansing

In the two market data sets, Market2011 and Market2012, we have observed the presence of thousands of apps that have similar characteristics. This kind of “duplication” can occur due to the following reasons:

![Fig 3: Kinds of Duplication](image-url)
Slight variations (R1). one developer may release hundreds or even thousands of nearly identical apps that provide the same functionality with slight variation. A few examples include wallpaper apps, city or country specific travel apps, weather apps, or themed apps (i.e., a new app with essentially the same functionalities can be written for any celebrity, interest group, etc). _ App maker tools (R2). There are a number of tools that enable non-programmers to create Android apps. Often times many apps that are generated by these tools have similar app names and the same set of permissions.

4.2 Data Discussion
The frequencies of the most frequently requested permissions in the three data sets are presented in Fig.4. 1. There are 26 permissions in this figure, which include the top 20 for all three data sets. Clearly, for every permission, the percentage of malware apps is significantly higher than those in the two market data sets. For some permission, the difference is quite striking. For example, READ_SMS is requested by 67.95 percent of the malicious apps, but only 2.34 percent from Market2011, and 1.99 percent from Market2012. Furthermore, for almost every permission, a higher percent of apps in Market2012 request the permission when compared to the Market2011 data set. This shows a trend that proportionally more applications are requesting sensitive permissions. The exceptions to this are all related to SMS, where Market2012 actually saw a slight decrease for all permissions related to SMS. Fig. 2a shows the percentages of apps that request different numbers of permissions in the three data sets. From this graph, we again observe that malicious apps are requesting significantly more permissions than apps in the market data sets. However, there are many market data set apps that request much permission as well. Between Market2011 and Market2012, we also see a confirmation that apps are requesting a greater number of permissions on average. With proportionally fewer apps requesting zero or one permissions in Market2012. Overall, this indicates that the malicious apps are requesting permissions in different ways from normal apps, and indicates that looking at permission information is in fact useful. It also shows that there may be a slow evolution in the market data set. Interestingly, apps in the overlap data set, which are the “longer-lived” and more stable, generally request fewer permissions than other apps that are entering and exiting the app store or changing the permissions they are requesting.

4.3 Project Outcome
We aim at understanding how well the different techniques satisfy the second desideratum, namely, able to assigning high risks to known malware apps, and compare them to results from Section 4 as well as methods in the literature. Methodology. Most of our experiments are conducted with the 2011 data set with 10 fold cross validation. We divide the 2011 data set randomly into 10 groups. In each of the 10 rounds, we choose one different group as the test data set, and the remaining nine groups as the training data set. The models or statistics are trained on the training set, the generated model/statistic is used to compute the probabilities/ scores of apps in the testing set and the malware data set, and rank them together. When reporting the results, we use ROC curves, which plot the detection rate against warning rate if one chooses a particular risk value as indicative of malicious app. We also compute Area under Curve (AUC), which quantifies the quality of the ROC curves for a method. Here, AUC is the probability that a randomly selected malicious application will have a higher risk score than a randomly selected benign application. AUC values, however, can be misleading.
Knowing what percentage of malicious apps are among the top x percent high-risk apps for x > 20 is of little interest, since there are so many benign apps that have similar risks. This information, however, is more useful for smaller x values. We therefore also compute AUC for the X-axis (warning rate) of up to 5 and 10 percent, and use AUC5 and AUC10 to denote them. They evaluate what percentage of malicious apps will be rated among the apps with the highest risks under a ranking function. Parameter selection. For the Bayesian methods, both MNB and HMNB can be used with different number of hidden topics. From our experiments, we find that the maximum AUC for MNB is achieved with five hidden classes. And the maximum for HMNB is achieved with 80 hidden classes. We use these parameters when comparing with other methods. For a more complete discussion of the parameter selection, including graphs, we refer you to . Furthermore, both MNB and HMNB require the category information, which malware apps do not have.

When assigning a category to malware apps, we use a method that gives the most advantage to malware. More specifically, we compute the probability of each malicious app for every category and assigns the app to the category in which the app has the highest probability.

V. CONCLUSION

We discuss the importance of effectively communicating the risk of an application to users, and propose several methods to rate this risk. We test these methods on large real-world data sets to understand each method’s ability to assign risk to
applications. One effective method is the RSS method which has several advantages. It is monotonic, and can provide feedback as to why risk is high for a specific app and how a developer could reduce that risk. It performs well in identifying most current malware apps as high risk. This method allows for highly critical permissions and less-critical permissions to affect the overall score in an easy to understand way, making it more intuitive as well as difficult to evade when compared with other models. Enhanced Naive Bayes has been extensively used both in the context of spam augmenting Web Pages and Search Results to Support Credibility Assessment,
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