Data Stream Mining Algorithms in Big Data: A Survey

Abstract: The infrastructure build in the big data platform is reliable to challenge the commercial and non-commercial IT development communities of data streams in high dimensional data cluster modeling. The APSO ie., Accelerated Particle Swarm Optimization is a technique which commonly known for data’s are sourced to accumulate their continuation in the batch model induction algorithms which is not feasible for the real time applications[8]. In this project, a new technique has been introduced ie., supervised machine learning methods for developing dynamic resource allocation which targets a user defined learning method to identify the workload patterns and also feature selection is used to process the loaded data in the searched space to form the subset of the optimal solution in size to interact their demands in computation. The main theme of this project is to feed up the data in a lightweight feature selection and to designed the streaming data by using APSO, which enables the swarm search layered forms related query dependent performance in the process scheduling and data accuracy in the iterative manner. Thus the Big data in APSO are put under the test of new feature selection algorithm for performance evaluation.
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I. INTRODUCTION

Recently a lot of news in the media advocates the hype of Big Data that are manifested in three problematic issues. They are the 3V challenges known as: Velocity problem that gives rise to a huge amount of data to be handled at an escalating high speed; Variety problem that makes data processing and integration difficult because the data come from various sources and they are formatted differently; and Volume problem that makes storing, processing, and analysis over them both computational and archiving challenging. In views of these 3V challenges, the traditional data mining approach which are based on the full batch - mode learning may run short in meeting the demand of analytic efficiency. That is simply because the traditional data mining model construction techniques require loading in the full set of data, and then the data are partitioned according to some divide-and-conquer strategy; two classical algorithms are Classification And Regression Tree algorithm (CART) for decision tree induction and Rough-set discrimination[8]. Each time when fresh data arrive, which is typical in the data collection process that makes the big data inflate to bigger data, the traditional induction method needs to re-run and the model that was built needs to be built again with the inclusion of new data.

II. DATA STREAM MINING METHODS

In contrast, the new breed of algorithms known as data stream mining methods are able to subside these 3V problems of big data, since these 3V challenges are mainly the characteristics of data streams. Data stream algorithm is not stemmed by the huge volume or high speed data collection[2]. The algorithm is capable of inducing a classification or prediction model from bottom-up approach; each pass of data from the data streams triggers the model to incrementally update itself without the need of reloading any previously seen data. This type of algorithms can potentially handle data streams that amount to infinity, and they can run in memory analyzing and mining data streams on the fly. It is regarded as a killer method for big data hype and its related analytics problem[4]. Lately researchers concur data stream mining algorithms are meant to be solutions to tackle big data for now and for the future years to come. In both families of data mining algorithms, stream- based and batch-based, classification has been widely adopted for supporting inferring decisions from big data. In supervised learning, a classification model or classifier is trained by suggesting the relationship between the attributes of the historical records and the class labels which are usually the predictor features of all the data and their predicted classes respectively. Subsequently, the classifier is used to predict appropriate classes given unseen samples.

III. FREQUENT ITEMSET MINING ALGORITHM

A novel approach for mining the frequent itemsets from a data stream has been made. An approach for mining frequent item sets using variable window size by context variation analysis (MFI-VWS-CVA) over data streams. Due to the factor of fixing window size dynamically by concept of variation analysis, the said model is identified as optimal and scalable[3]. A parallel process that determines frequent itemsets from the concept of cached bush structures, it performs frequent item sets removal over data streams. this incremental regular itemset mining algorithm by introducing
windowing the streaming transaction with variable window size technique with regard to attain efficient memory usage and execution time. The experiment results confirm that the MFI-VWS-CVA is scalable under different streaming data size and reporting values. In future this model can be extended to perform convenience based frequent item set mining over data streams. Streaming the dataset is high risk and it is a time consuming.

IV. HADOOP MAP REDUCE FRAMEWORK

In order to have a summarized data results for a particular web application, we have to do log analysis which will help to improve the business strategies as well as to create statistical reports. Hadoop – MR log file analysis tool will provide us graphical reports showing hits for web pages, users activity in which the part of website, the users are interested in traffic sources, etc. From the information business communities can appraise which parts of the website need to be improved, which are the potential customers, from which the geographical, it is getting maximum hits, etc, which will help in designing future marketing plans[7]. Log analysis can be prepared by a collection of methods, but what matters is response time. Hadoop Map Reduce construction provides parallel distributed processing and sturdy data storage for large volumes of log files. Firstly, data get stored in the hierarchy on several nodes in a group, so that the access time required can be reduced which saves much of the processing time. Hadoop’s attribute of moving calculation to the data rather moving data to computation helps to improve the response time. Secondly, Map Reduce successfully works for large datasets benevolent the efficient results.
Hadoop framework gives plasticity to the programmer to choose the aspect that he is comfortable to code with. It was executed in business logic on the dataset and could reach a better concert when we have executed it in Hadoop and on a centralized system. In future it will perform the same implementation on different virtual machines and would analyze the behavior of the execution. The database with the tuple data does not be maintained in confidence.

Big data is not only large in volume but they can be structured in many columns giving climb to high dimensionality in feature legroom, which is a well-known problem in data mining. In constructing a categorization model, new feature space is mapped onto a new space of condensed extent[5]. Identification of relevant features is enormously important for organization tasks. Given the high dimensionality in the data, selecting a right detachment of useful features from all the original features is difficult and may be even computationally inflexible[1]. There is no blonde rule of thumbs how this should be done albeit a lot of research labors have been going on, advocating different attribute collection methods. However, to the best of the knowledge, no universal method is being claimed, although newly a high surge in hybrid modes of integrating meta-heuristics into wrapper-based feature selection method.

V. PARTICLE SWARM OPTIMIZATION

It provides the ability to access bulk data with high I/O throughput. As a result, it is suitable for applications that have large I/O data sets. However, the performance of HDFS decreases dramatically when behavior of the operations of interaction-intensive files, i.e., files that have relatively small size but are frequently accessed[8]. The modifications to the HDFS are: (1) changing the single name node structure into an extended name node structure; (2) deploy caches on each rack to recover the I/O performance of accessing interaction-intensive files and (3) using PSO-based algorithms to find a near optimal storage allocation plan for incoming files. Particle swarm optimization (PSO) is a computational method that optimizes a problem by iteratively trying to improve the candidate solution with regard to a given measure of quality. PSO optimizes a problem by having a population of candidate solutions, here dubbed particles, and moving these particles around in the search-space according to simple mathematical formulae over the particle position and velocity. Each particle's movement is influenced by its local best known spot but, is also guided just before the best known positions in the search-space, which are simplified as better positions are found by other particle. This is expected to move the swarm toward the best solutions. It resolves the economic dispatch problem for considering complex problems to be tackled. It has many complex optimization problems.

<table>
<thead>
<tr>
<th>Title</th>
<th>Author</th>
<th>Publication</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNOWLEDGE DISCOVERY FROM STATIC DATASETS TO EVOLVING DATA STREAMS AND CHALLENGES</td>
<td>V.SIDDA REDDY, M.NAREN DRA AND K.HELINI</td>
<td>INTERNATIONAL JOURNAL OF COMPUTER APPLICATIONS</td>
<td>The throughput when dealing with interaction intensive tasks and only cause slight performance degradation for handling large size data accesses</td>
<td>1. Streaming the dataset is high risk one 2. Time Consuming while large amount data is high</td>
</tr>
<tr>
<td>SWARM-BASED METAHEURISTIC ALGORITHMS AND NO-FREE-LUNCH THEOREMS</td>
<td>XIN-SHE YANG</td>
<td>BOOK CHAPTER OF THEORY AND NEW APPLICATIONS OF SWARM INTELLIGENCE</td>
<td>The modifications to the HDFS are: (1) changing the single name node structure into an extended name node structure; (2) deploying caches on each rack to improve the I/O performance of accessing interaction-intensive files and (3) using PSO-based algorithms to find a near optimal storage allocation plan for incoming files.</td>
<td>It provides the ability to access bulk data with high I/O throughput. As a result, this system is suitable for applications that have large I/O data sets. However, the performance of HDFS decreases dramatically when handling the operations of interaction-intensive files, i.e., files that have relatively small size but are frequently accessed.</td>
</tr>
<tr>
<td>PRITER: A DISTRIBUTED FRAMEWORK FOR PRIORITIZING ITERATIVE COMPUTATIONS</td>
<td>YANFENG ZHANG, QIXIN GAO, LIXIN GAO, AND CUIRONG WANG</td>
<td>IEEE TRANSACTIONS</td>
<td>In order to address the limitations of existing approaches, an integrated approach needs to be developed for addressing the two major issues related to automated service discovery: 1) semantic-based</td>
<td>Given the large number of web services and the distribution of similar services in multiple categories in the existing UDDI infrastructure, it is</td>
</tr>
</tbody>
</table>
VI. CONCLUSION

In Big Data analytics, the high dimensionality and the streaming nature of the incoming data aggravate great computational challenges in data mining. Big Data grows continually with fresh data and are being generated at all times; hence it requires an incremental computation approach which is able to monitor large scale of data dynamically. Lightweight incremental algorithms should be considered that are capable of achieving robustness, high accuracy and minimum pre-processing latency.
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