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Abstract—Most of the line clipping algorithms like Cohen-Sutherland and Liang-Barsky algorithm involves a lot of calculations. This paper proposes a new line clipping algorithm for 2D space against a rectangular clipping window which is more efficient according to the data we calculated. The possible extended algorithm for 3D space is also presented. The algorithm proposed for the 2D space is compared against traditional line clipping algorithms. The algorithm was tested for a set of random line segments and polygons and the results showed that this algorithm performs better than the traditional 2D line clipping algorithm in terms of time and space complexity in cases where computation time exceeds scan time required for single scan.
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I. INTRODUCTION

In computer graphics, it is very important to clip an area or a volume of interest which is to be displayed on the computer monitor. This region of interest is normally a rectangle or a general polygon in two-dimension and known as the clipping window. When it comes to three-dimensional clipping, a volume is used to extract a part from a three-dimensional scene. Generally the lines are clipped by this clipping volume and it is a polyhedron. Cuboids are widely used as the clipping volume. Three-dimensional clipping is one of the most essential processes in medical applications, video games, computer aided design and many other applications. Sometimes it is necessary to discard the data that is not contained in the visible region to avoid the overflow of the internal registers of the display device. Furthermore, lesser memory consumption can be achieved from loading only a certain part of a scene to the memory by clipping unnecessary parts. Therefore, improving the efficiency of clipping algorithms has a great impact on efficiency of the overall graphics system. Cohen-Sutherland line clipping algorithm [1], Liang- Barsky line clipping algorithm [2], Cyrus-Beck line clipping algorithm [3] and Nicholl-Lee-Nicholl line clipping algorithm [4] are few of the traditional line clipping algorithms. The Cohen-Sutherland and the Liang-Barsky algorithms can be extended to three-dimensional clipping. Nicholl-Lee-Nicholl algorithm performs fewer comparisons and divisions making it faster than others [1]. However, it is difficult to extend for three-dimensional clipping. The Cohen-Sutherland algorithm is one of the simplest and most widely used clipping algorithms in computer graphics. This algorithm works very fast in situations like when the line segment is completely inside or outside of the clipping window. When the line segment is not completely inside or outside, the algorithm becomes inefficient due to repeated calculations [1]. This algorithm can be easily extended to three-dimensional clipping, but the space is needed to divide into 27 mutually exclusive volumes, when the clipping volume is a cube or a cuboid. Also each volume is assigned a region code [11]. Throughout the clipping process those region codes should be stored in the memory. So in terms of space and time complexity Cohen – Sutherland algorithm is inefficient for complex problems. According to Hearn and Baker [1] all most all the 2D, 3D line clipping algorithms involve three steps: -

1. for a given line segment check whether it lies completely inside the clipping volume.
2. If not check whether it lies completely outside the clipping volume.
3. Otherwise perform intersection calculations with one or more clipping planes.

These three steps lead the algorithm to perform many calculations. In the proposed 2D space line clipping algorithm, the traditional three step procedure has not been used.

II. METHODOLOGY

This section presents the proposed line clipping algorithm. For line clipping, a rectangular clipping window is considered. Following conventions have been used to label the rectangular window.

Let lower left coordinate of the clipping window be (x1, y1) and upper right corner coordinates be (x3, y3).
Proposed algorithm –

This algorithm uses two scans to clip the region instead of using just using single scan like traditional algorithms and hence is very useful in complex cases where computation time exceeds the time required for single scan this is a two-step algorithm.

First step - Draw the lines and polygons as if no clipping window is there in a single scan along with the clipping window, that means the region that shows clipping window along with drawn polygons and lines as shown in figure

Second step - Then on the second scan as we draw the pixel we check whether the pixel is inside or outside the clipping region if it is outside then we color it with the given background color else we do nothing . It just uses the simple fact that instead of using a single scan we can use two scans as single scan for clipping thus reducing the computations and result will be as shown in figure 2.

Implementation of the proposed algorithm -

Following work has been done in C++ using OpenGL Graphics Library.
First draw whatever polygon you want to draw using regular methods in OpenGL.
Ex- code to draw the shown figure-a has been given below
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x1=200, y1=100, x2=200, y2=300, x3=400, y3=300, x4=400, y4=100;

glColor3f (3.0, 0.0, 0.0);
glBegin (GL_LINE_LOOP);
glVertex2f (20, 20);
glVertex2f (400, 400);
glEnd ();

glColor3f (5.0, 0.0, 0.0);   //changing color
glBegin (GL_LINE_LOOP);     // draw the polygon
  glVertex2f (200, 20);
  glVertex2f (x2, y2);
  glVertex2f (x3, y3);
  glVertex2f (0, 20);
glEnd ();

glColor3f (3.0, 0.0, 2.0);
glBegin (GL_LINE_LOOP);     // draw the polygon
  glVertex2f (x1, y1);
  glVertex2f (x2, 20);
  glVertex2f (x3, y3);
  glVertex2f (300, y4);
glEnd ();

glColor3f (3.0, 0.0, 0.0);
glBegin (GL_LINE_LOOP);     // draw the polygon
  glVertex2f (x1, y1);
  glVertex2f (x2, y2);
  glVertex2f (x3, y3);
  glVertex2f (x4, y4);
glEnd ();

glColor3f (5.0, 0.0, 0.0);

Now we call a function scan for scanning the drawn figure-a for the second time.
The function changes the color of the pixel to the background color (white in our case) if pixel is outside the
clipping window else doesn’t touch it.
(x1 , y1) and (x3, y3) are the coordinates of the lower left and upper right corner of rectangular clipping window
and 500 is the window size in our case.

void scan(float x1,float y1,float x3,float y3)
{
  for (int i=0;i<500;i++)
  {
    for(int j=0;j<500;j++)
    {
      if(x1<=i && x3>=i && y1<=j && y3>=j ){}// checking whether its inside
    //rectangular window or not
      else
        drawpixel (i, j);  //function to draw a pixel at a given coordinate i,j
    }
  }
}

Complexity of algorithm –

It is an algorithm where time taken to draw the background i.e. polygons etc. is taken in to account hence its
complexity depends on the polygon, line drawing algorithm used in the program/code where as other part is a constant
time algorithm, i.e. time taken to scan pixel by pixel given window and checking whether it is inside or outside clipping
region.
O (algo) = O (draw polygons/lines) + O (1)

[For scanning second time and checking whether pixel is inside or not]

For 3D space -

This algorithm can be easily extended for 3D spaces for instance if we have a cuboidal clipping window in a 3D space then the method would be same first draw polygons and lines in 3D space then during second scan we would check whether the pixel are inside or outside the clipping window for cuboidal volume this would be pretty easy as can easily check whether a pixel (i, j, k) is inside the clipping window or not, if we are given coordinates of cuboid or length breadth and height of cuboid, complexity would remain the same as in 2d space.

III. RESULTS AND DISCUSSION

The proposed algorithm was tested for random test cases of line segments. The test results indicated that it performs well in complex cases. In order to validate the algorithm, it was compared against the Cohen-Sutherland 2D line clipping algorithm.

The following hardware and software were used for testing.

Computer: Intel(R) Pentium(R) CPU B940 @ 2.00 GHz; 2.00 GHz, 1.85 GB usable RAM, 64 bit operating system

IDE Details: code blocks C++, OpenGL graphics library;

We used the clock() function in both cases to calculate the number of clock cycles it takes to process and display the result using OpenGL graphics library and the system had same load in both cases.

<table>
<thead>
<tr>
<th>Number of random line segments</th>
<th>Cohen-Sutherland (time in clock cycle)</th>
<th>Rj-ashi algorithm (proposes algo) (time in clock cycle)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>35</td>
<td>25</td>
</tr>
<tr>
<td>100</td>
<td>47</td>
<td>30</td>
</tr>
<tr>
<td>1000</td>
<td>54</td>
<td>40</td>
</tr>
<tr>
<td>10000</td>
<td>62</td>
<td>43</td>
</tr>
<tr>
<td>100000</td>
<td>73</td>
<td>45</td>
</tr>
<tr>
<td>1000000</td>
<td>198</td>
<td>50</td>
</tr>
<tr>
<td>10000000</td>
<td>1598</td>
<td>55</td>
</tr>
</tbody>
</table>

Results shows that the second scan of proposed algorithm took only 4-5 clock cycles whereas computation time in Cohen - Sutherland is comparably quite large in complex cases hence giving our algorithm overall better performance. Our algorithm is comparable when the number of line segment is less in number or we can say the case is not complex but in complex cases our algorithm is better than the Cohen - Sutherland algorithm i.e. in realistic scenario’s where we want the clipping to be done on complex cases then our algorithm will be more useful and will give better performance.

IV. CONCLUSIONS

According to the test results, the proposed 2D line clipping algorithm is faster than the traditional algorithms where computational time exceeds the time taken for a single scan and it takes almost comparable time in simple cases. Therefore, this algorithm can be successfully used in 2D applications where line clipping is involved. This algorithm can further be extended to clip 3D regions in a polyhedron volume and polygonal - region in case of 2D regions.
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