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Abstract- Real-time systems play an important role in our modern society. The main objective of this paper is to compare the different scheduling algorithms in Real time system for scheduling the task, different scheduling algorithms were used. Most of the real-time systems are designed using priority based preemptive scheduling and worst case execution time estimates to guarantee the execution of high priority tasks. Workstation and personal computers are increasingly used for applications with real time characteristics such us speech understanding and synthesis, media computations and I/O and often concurrently executed with traditional non-real-time workstation. After that, we describe performance parameters we use to compare the performances of the various algorithms. We observe that the choice of a scheduling algorithm is important in designing a real time system. We conclude by discussing the results of the survey and suggest future research directions in the field of Real Time Operating System.
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I. INTRODUCTION

The objective of a real-time task scheduler is to guarantee the deadline of tasks in the system as much as possible when we consider soft real-time system. Mostly all the real-time systems in existence use preemption and multitasking. There are two important properties of a task are the nature of the deadline and the arrival characteristics. The task arrival may be periodic with a constant interval, or the task may be stastically distributed and the inter-arrival time may be random in nature. The important requirement is that a time constrained task should be completed before the deadline set for that task expires. Depending on the real-time system, the nature of the deadline maybe different. Tasks with hard deadlines must be completed before the specified time. If the deadline is missed, the utility of execution for such a task in nil.

Real-time scheduling techniques can be largely divided into two categories: Static and Dynamic. Static algorithms assign priorities at design time. All assigned priorities remain constant for the lifetime of a task. Dynamic algorithms assign priorities at runtime, based on execution parameters of tasks.

We observe that the choice of an operating system is important in designing a real time system. Designing real time systems involves choice for proper language, task portioning and merging and assigning priorities using a real time scheduler to manage response time. The depending upon scheduling objectives parallelism and communication may be balanced. The designer of scheduling policy must be determine critical tasks and assign them high priorities .however, care must be taken avoid starvation, which occurs when high priority tasks are always ready to run.

II. DIFFERENT SCHEDULING ALGORITHM

There are two main types of real-time systems:

Hard Real-Time System-System requires that fixed deadlines must be met otherwise disastrous situation may arise whereas in Soft Real-Time System, missing an occasional deadline is undesirable, but nevertheless tolerable.

Firm or Soft Real-Time System-System in which performance is degraded but not destroyed by failure to meet response time constraints is called soft real time systems.
Different Task-Scheduling

A. Table-driven methods:
are schemes that allow you to look up information in a table rather than using logic statements (i.e. case, if). In simple cases, it’s quicker and easier to use logic statements, but as the logic chain becomes more complex, table-driven code is simpler than complicated logic, easier to modify and more efficient. A table-driven method is quite simple. Use data structures instead of if-then statements to drive program logic. The concept is really best explained through an example:

Let's say you're running a restaurant and have a different number of seats for each table number.
Your logic to get the number of seats for a particular table might look something like
if table number == 1
    table has 4 seats
else if table number == 2
    table has 8 seats
so if you have 50 tables you would have 100 lines of code just to determine the number of seats.

Using table-driven methods, you could make an array with the index representing the table number and the value representing the number of seats, so your logic would instead look something like

    tables{} = {4, 8, 2, 4, ...}
    table seats = tables[table number]

which is simpler, shorter, and easier to maintain.

B. The rate monotonic algorithm (RMA):
In computer science, The rate monotonic algorithm (RMA) is a procedure for assigning fixed priorities to tasks to maximize their "schedulability." A task set is considered schedulable if all tasks meet all deadlines all the time. The algorithm is simple. Assign the priority of each task according to its period, so that the shorter the period the higher the priority. One major limitation of fixed-priority scheduling is that it is not always possible to fully utilize the CPU. Even though RMA is the optimal fixed-priority scheme, it has a worst-case schedule bound of:

    Wn = n(2(1/n) - 1)

where n is the number of tasks in a system. As you would expect, the worst-case schedulable bound for one task is 100%.

But, as the number of tasks increases, the schedulable bound decreases, eventually approaching its limit of about 69.3%. It is theoretically possible for a set of tasks to require just 70% CPU utilization in sum and still not meet all their deadlines.

C. Earliest deadline first (EDF):
The Earliest Deadline First (EDF) algorithm is a dynamic priority-scheduling algorithm in which the priorities of individual jobs are based on their absolute deadlines. An EDF algorithm can generate a feasible schedule for a system of N independent, pre-emptable tasks as long as the total density of the system is less than 1. Hence EDF is an optimal scheduling algorithm. The priority of each task is decided based on the value of its deadline. The task with nearest deadline is given highest priority and it is selected for execution. This algorithm is simple and proved to be optimal when the system is preemptive, under loaded and there is only one processor.
D. Clock scheduling algorithm:

In scheduling the voltage at which a system operates and the frequency at which it runs, a scheduler faces two tasks: to predict what the future system load will be (given past behavior) and to scale the voltage and clock frequency accordingly. These two tasks are referred to as prediction and speed-setting. We consider one scheduler better than another if it meets the same deadlines (or has the same behavior) as another policy but reduces the clock speed for longer periods of time.

The schedulers we implemented are interval schedulers, so called because the prediction and scaling tasks are performed at fixed intervals as the system runs. At each interval, the processor utilization for the interval is predicted, using the utilization of the processor over one or more preceding intervals.

III. COMPARISON OF REAL TIME SCHEDULING ALGORITHMS

<table>
<thead>
<tr>
<th>Implementation</th>
<th>Rate Monotonic Algorithm (RMA)</th>
<th>Table-driven Algorithm (TDM)</th>
<th>Earliest Deadline First (EDF)</th>
<th>Clock Scheduling Algorithm (CSA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor Utilization</td>
<td>Simplest</td>
<td>Simple</td>
<td>More Compared to RM</td>
<td>Full Utilization</td>
</tr>
<tr>
<td>Priority Assignment</td>
<td>Static</td>
<td>Static</td>
<td>Dynamic</td>
<td>Dynamic</td>
</tr>
<tr>
<td>Scheduling criterion</td>
<td>Task Period</td>
<td>Relative Deadline</td>
<td>Deadline</td>
<td>Deadline</td>
</tr>
<tr>
<td>Jitter Control</td>
<td>Only for highest priority task</td>
<td>Only highest priority for task</td>
<td>Inefficient in overloaded systems</td>
<td>Inefficient in overloaded systems</td>
</tr>
</tbody>
</table>

IV. SIMULATION RESULTS

A. Table-driven methods:

The major cycle of a set of tasks \( ST=\{T_1, T_2 \ldots \ldots T_n\} \) is \( LCM \ (\{P_{1}, P_{2} \ldots \ldots P_{n}\}) \) even when the tasks have arbitrary phasing.

**OUTPUT:**

```
c(\theta_1)=1
p(\theta_1)=2

c(\theta_2)=2
p(\theta_2)=5
```

```
c(\theta_1)=1
p(\theta_1)=2

c(\theta_2)=2
p(\theta_2)=5
```

```
0 1 2 3 4 5 6 7 8 9 10
```

```
π_{1} 0 11
π_{2} 1 56
π_{3} 2 26
```

```
Total execution time: 71
Total cycle time: 71
```

```
cl(1) 0 1
cl(2) 1 56
cl(3) 2 26
```

```
π_{1} 0 11
π_{2} 1 56
π_{3} 2 26
```

```
Total execution time: 71
Total cycle time: 71
```

B. The rate monotonic algorithm (RMA):

Enter execution time for p1: 5
Enter period for P1: 3
Enter execution time for p2: 8
Enter period for P2: 4
Enter execution time for p3: 12
Enter period for P3: 6

After compile the program it is easy and sure to schedule all process.
C. Earliest deadline first (EDF):

Output:

```
C = true;
The System is surely Schedulable
```

D. Clock scheduling algorithm:

Output:

```
Enter your relative deadline:
4
release time is:
6
deadline time is:
12
execution time is:
7
release time is:
8
deadline time is:
4
execution time is:
16
release time is:
9
deadline time is:
10
execution time is:
10
The Task with deadline period of 12 will be T1
The Task with deadline period of 5 will be T2
The Task with deadline period of 8 will be T3
(0, 5, T3)
```

V. CONCLUSION AND FUTURE SCOPE

From the comparative study it can be concluded that real time systems have became an inevitable part of our lives and their accurate performance has been a challenge. Scheduling a real time systems is done by static priority scheduling algorithms. Although dynamic priority scheduling algorithms can perform better than static priority in terms of CPU utilization, but it increases the overhead on the system. So, dynamic priority scheduling algorithms are not available in commercial real time systems. The various objectives of scheduling have been discussed. Study of scheduling algorithms have been done and it has been observed that pre-emptive scheduling with dynamic priorities works very well in case of scheduling tasks on real time systems. From the comparison of real time scheduling algorithms, it is clear that earliest deadline first is the efficient scheduling algorithm if the CPU utilization is not more than 100%. For hard real time systems, schedulability analysis can be done and calculations of probabilistic Worst Case Execution Time (WCET) analysis can also be done. Implementation of scheduling algorithm on FPGA can be done for scheduling tasks with dynamic priorities and schedulability of the task can be checked.
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