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Abstract— Clustering is a method of unsupervised classification, where data points are grouped into clusters based on their similarity. K-means is a well-known and widely used algorithm for partitioned clustering. K-means algorithm is effective in producing clusters for several practical applications. In this work a modified K-Means algorithm is proposed in order to overcome the problem of fixed number of clusters and the sequential execution. K-means algorithm takes the fixed number of clusters at the time of input. But in practical scenario it is not possible to fix the number of clusters to get the optimal results. The Dunn index (DU) is a metric for evaluating clustering algorithms. Dunn’s index well used for minimize the intra-cluster distance while maximizing the inter-cluster distance. This modified algorithm proposed an approach to calculate the number of clusters with the help of Dunn’s index. For the parallel implementation of K-means we will apply the Microsoft’s Task Parallel Libraries (TPL) to execute our modified K-Means algorithm in a parallel manner. The modified algorithm is also tested with different input data and the results are compared with original K-means to prove the efficiency of our modified algorithm.
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I. INTRODUCTION

Clustering is a method of unsupervised classification, where data points are grouped into clusters based on their similarity [1]. Clustering is also a method of partitioning a specified set of objects into the disjoint clusters. Clustering is used to group set of objects into classes such that similar objects are placed in the same cluster while dissimilar objects are in separate cluster [2].

K-means clustering is mostly used clustering algorithm which is used in various areas such as, information retrieval, and pattern recognition & computer vision. In standard k-mean algorithm we have to give the value of k in the number of cluster in advance. Practically it is very difficult to fix the value of k in advance. If the value of k fix in advance there can be chances that empty cluster problem will occur. K-means algorithm spends more execution time in computing the distance between data objects and cluster centers.

The Dunn index (DU) is a metric for evaluating clustering algorithms [15] Dunn’s index well used for minimize the intra-cluster distance while maximizing the inter-cluster distance. This modified algorithm proposed an approach to calculate the number of clusters with the help of Dunn’s index. For the parallel implementation of K-means we will apply the Microsoft’s Task Parallel Libraries (TPL) to execute our modified K-Means algorithm in a parallel manner. The modified algorithm is also tested with different input data and the results are compared with original K-means to prove the efficiency of our modified algorithm.

II. CLUSTERING

Clustering is a data mining technique of grouping set of data objects into multiple groups or clusters so that objects within the cluster have high similarity, but are very dissimilar to objects in the other clusters. Dissimilarities and similarities are assessed based on the attribute values describing the objects. Clustering algorithms are used to organize data, categorize data, for data compression and model construction, for detection of outliers etc. Common approach for all clustering techniques is to find clusters centre that will represent each cluster. Cluster centre will represent with input vector can tell which cluster this vector belong to by measuring a similarity metric between input vector and all cluster centre and determining which cluster is nearest or most similar one [4].

2.1 Classification of Clustering Algorithm:
Clustering is the main Part of Data Mining. And it is done by the number of algorithms. The most commonly used algorithms in Clustering are Hierarchical, Partitioning, Density and Grid based algorithms.

2.1.1 Hierarchical Clustering:
Hierarchical clustering is a method of cluster analysis which seeks to make a hierarchy of clusters. This algorithm also called the connectivity based clustering algorithm. [14] The hierarchical clustering outputs a hierarchy a structure that is more informative than the unstructured set of cluster.

2.1.2 Partitioning Clustering:
Partitioning algorithms divide data into several subsets. The reason of dividing the data into several subsets is that checking all possible subset systems is computationally not feasible [14]; there are certain greedy heuristics schemes are used in the form of iterative optimization.
2.1.3 Density based Clustering:
Clusters are dense regions in the data spaces, separated by regions of lower object density. A cluster is defined as a maximal set of density connected points.

2.1.4 Grid based Clustering:
Grid-based clustering where the data space is quantized into finite number of cells which form the grid structure and perform clustering on the grids.[14] Grid based clustering maps the infinite number of data records in data streams to finite numbers of grids.

III. K-MEANS CLUSTERING
K-means is one of the most well-liked methods used to solve the clustering problems. A segment is to define k centroids, one for each cluster. The next segment is to take each points distance is generally considered to determine the distance between centroids and data points. When all the points are grouped in some clusters, the first step is done and an early grouping is done. At this point we need to recalculate the new centroids, as the addition of new points may lead to a change in the cluster centroids. When find k new centroids, a new binding is to be created between the same data points and the nearest new centroids, generating a loop. As a result of this loop, the k Centroids may change their position in a step by step manner. Eventually, a situation will be reached where the centroids do not move anymore. [3, 10, 11].

2 K-Means Algorithm:
Input:
D= [d1,d2,…dn] ///sets of n data items.
K = number of desired clusters
Output:
A set of k clusters.
Steps:
1. Select k data items from D as initial centroids;
2. Repeat the process of selecting the items
3. Assign the each item di to the cluster which has the nearest and the suitable centroids;
4. Calculate the new mean value for each cluster;
5. Repeat the process until the criteria is satisfied. [3], [10], [11].

The working of Algorithm can be explained clearly with the help of an example,
This is shown on Figure 1. Figure 1 shows the graphical representation for working of K-means algorithm. In the first step there are two sets of objects. Then the centroids of both sets are determined. According to the centroid again the clusters are formed which gave the different clusters of dataset. This process repeats until the best clusters are achieved. [9]
3.3 K-Means Limitation:
K-means clustering has some of the limitations which need to get overcome. Several people got multiple limitations while working on their research with K-means algorithm. Some of the common limitations are discussed below

3.3.1 Number of clusters
Determining the number of clusters in advance is always been a challenging task for K-means clustering approach. It is beneficial to determine the correct number of clusters in the beginning. It has been observed that sometimes the numbers of clusters are assigned according to the number of classes present in the dataset. Still it is an issue that on what basis the number of clusters should be assigned [12].

3.3.2 Empty clusters
If no points are allocated to a cluster during the starting step, then the empty clusters problem occurs. It was an former problem with the traditional K-means clustering algorithm [8].

IV. PROBLEM STATEMENT
The K-means algorithm takes number of clusters (K) as input from the client [6]. Practically it is very difficult to fix the value of k in advance will lead to a poor quality cluster [13]. The k-means algorithm spends mostly time in execution to computing the distances between data objects and cluster centers. To make the system more efficient compute the major parts of the task in parallel [7]

V. PROPOSED SOLUTION
The standard k-means algorithm need to calculate the distance between every data object and the centers of k clusters when it executes the iteration every time; it takes up more execution time mainly for large datasets. The proposed solution overcome the shortcomings of k-means algorithm. The main idea of algorithm is to calculate the optimal no of clusters and speed up the execution to implement k-means algorithm parallel.

**Modified Algorithm:**

**Input:** k=number of clusters, calculate through Dunn’s index.
D= A data set containing n objects.

**Output:**
A set of k clusters.

**Method:**
1. Randomly choose k objects from D as initial cluster centers.
2. Do again.
3. (Re) assign each object to the cluster to which object is more similar, calculation based on the Dunn’s index.

Dunn’s index calculation
i. Find the Intra cluster Maximum distance from all clusters.
ii. Then calculate the Maximum value from among these distances.
iii. Find the Inter cluster Minimum distance from all clusters.
iv. Then calculate the Minimum value from among these distances.
v. Apply the Dunn’s Equation to get the feasible number of clusters

\[ \text{Dunn's Index} = \frac{\min \{ d_p \}}{\max \{ k \}} \]

4. Update the cluster means,
5. Output the clustering result

VI. CONCLUSIONS

K-means is a clustering algorithm and it is broadly used for clustering large sets of data. This paper elaborates k-means algorithm and analyses the shortcomings of the standard k-means clustering algorithm. If no points are allocated to a cluster during the assignment step, then the empty clusters occurs so the proposed method is Use Dunn’s index for finding the optimal no of clusters that will not lead the empty cluster problem. To speed up the execution implement the k-means algorithm parallel. The proposed k-means method is feasible.
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