A Case Study on Soft Computing Techniques Used for Diabetes Mellitus
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Abstract—Diabetes is a major health problem in world. And it increase the risk of many other disease like- kidney disease, blindness, nerve damage, blood vessel damage and it contributes to heart disease. Several studies have reported that up to 50% of all patients with diabetes are undiagnosed. Although these patients are not aware of their disease, they are at risk for the micro and macro vascular complications. Early treatment of diabetes and associated cardiovascular risk factors may reduce the occurrence of these complications. Therefore early detection of diabetes will be of importance in reducing the burden of complications of diabetes. The early detection and prediction can give a warning at a stage where some medications and preventive action will help the patient to increase the span of his healthy life. Using various Soft Computing Techniques for medical diagnosis of diseases has recently become widespread. These techniques help physicians as a diagnosis assistant. Classification models are one of the most widely used groups of data mining tools that greatly help physicians to improve their prognosis, diagnosis or treatment planning procedures. Classification accuracy is one of the most important features in order to choose the appropriate classification model; hence, the researches directed at improving upon the effectiveness of these models have never stopped. A design of classifier for the detection of Diabetes Mellitus with optimal cost and precise performance is the need of the age.
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I. INTRODUCTION

Diabetes Mellitus is a group of metabolic diseases in which a person has high blood sugar, either because the pancreas does not produce enough insulin, or because cells don’t respond to the insulin that is produced. Due to high blood sugar this produces the classical symptoms of polyuria (frequent urination), polydipsia (increased thirst) and polyphagia (increased hunger). There are 3 major types of Diabetes Mellitus, ”Type I Diabetes Mellitus”, in which body does not produce insulin. This form was previously referred to as”insulin-dependent diabetes mellitus”. The second type of Diabetes Mellitus is called ”Type II Diabetes Mellitus” which results from insulin resistance, a condition in which cells fail to use insulin properly, sometimes combined with an absolute insulin deficiency. This type also named as”Non insulin-dependent diabetes mellitus” (NIDDM) or “adult-onset diabetes”. Finally, ”gestational diabetes” occurs when pregnant women without a previous diagnosis of diabetes develop a high blood glucose level. It may precede development of type I DM. Other forms of DM include congenital diabetes, which is due to genetic defects of insulin secretion, cystic fibrosis-related diabetes, steroid diabetes induced by high doses of glucocorticoids, and several forms of monogenic diabetes [1], [2], [3]. All types of Diabetes Mellitus have something in common. Normally, your body breaks down the sugars and carbohydrates you eat into a special sugar called glucose. Glucose fuels the cells in your body. But the cells need insulin, a hormone, in your bloodstream in order to take in the glucose and use it for energy. All types of Diabetes Mellitus have been treatable since insulin became available in 1921. Both type I & II are chronic conditions that cannot be cured. pancreas transplants have been tried with limited success in type I Diabetes Mellitus, gastric bypass surgery has been successful in many with morbid obesity and type II Diabetes Mellitus. Gestational DM usually resolves after delivery [5]. Untreated Diabetes Mellitus can cause many complications. Acute complications include diabetic ketoacidosis and non ketotic hyperosmolarcoma. Series long term complications include cardiocascular disease, chronic renal failure, and diabetic retinopathy. Adequate treatment of the disease is very important, as well as blood pressure control and lifestyle factors such as stopping smoking and maintaining a healthy body weight. Since the cells can’t take in the glucose, it builds up in your blood. High levels of blood glucose can damage the tiny blood vessels in your kidneys, heart, eyes or nervous system. that’s why diabetes can eventually cause heart disease, stroke, kidney disease, blindness and nerve damage to nerves in the feet (especially if left untreated) [4], [6].

Now days Classification systems have been widely utilized in medical domain to explore patient’s data and extract a predictive model. They help doctors to improve their treatment procedures. In recent years, many studies have been performed in the diagnosis of diabetic disease literature.
II. SOFT COMPUTING TECHNIQUE USED IN DIABETIC MELLITUS

Soft computing method is very well suited to analyze medical data so as to find out the risks strategy. Soft computing technique such as fuzzy logic, ANN, SVM and other have been proposed and successfully employed for developing intelligent systems.

Soft computing differs from conventional (hard) computing in that, unlike hard computing, it is tolerant of imprecision, uncertainty, partial truth and approximation. In effect, the role model for soft computing is the human mind. The guiding principle of soft computing is: “Exploit the tolerance for imprecision, uncertainty, partial truth, and approximation to achieve tractability, robustness and low solution cost”. The clinical data may consists of missing, incorrect and sometimes incomplete values set so using soft computing is the better alternative to handle such data. The principal constituents of soft computing are fuzzy logic, neural computing, evolutionary computation and probabilistic reasoning. The principal constituent methodologies in soft computing are complementary rather than competitive. Fuzzy logic handles imprecision, neural computing deals with learning, evolutionary computation is for optimization and probabilistic reasoning handles uncertainty.

In this part, an attempt is made to compile the work done by various scientists and researchers on predictive models applied to clinical data; [7] Developed temporal abstraction using inference graph for knowledge based temporal abstraction framework. Inference graph are a form of knowledge base which consist of transition rules and inference rules. [8] The back-propagation (BP) algorithm (Rumelhart, Hinton, & Williams, 1986) is widely recognized as a powerful tool for training of the MLNNs. [9] presented a clinical decision support system based on On-Line Analytical Processing and data mining. It discovers hidden patterns in the data. [10] describe Expert systems and different artificial intelligence techniques for classification systems in medical diagnosis is increasing gradually. As for other clinical diagnosis problems, classification systems have been used for diabetes diagnosis problem (Polat & Gunes, 2007). A modular clinical decision support system is discussed in [11]. [12] This paper presents a comparative study on Pima Indian diabetes disease diagnostic by using multilayer neural network which was trained by LM algorithm and probabilistic neural network. [13] Used Bayesian analysis to make meaningful diagnostic and treatment decisions in an evidence-based validated framework. [14] MI-MCS-FWSVM method obtains 93.58% accuracy on UCI dataset. [15] Presented a new expert system for diabetes disease diagnosis. They used modified spline smooth support vector machine. [16] describe feature subset selection problem. It is a task of identifying and selecting a useful subset of pattern-representing features from a larger set of features. [17] describe detection of diabetes using genetic programming. In [18] a clinical decision support system for metabolism synthesis is developed using a group of C language integrated production system. [19] describe general regression neural network (GRNN) for diabetes mellitus. [20] proposed decision support system for breast cancer. They have used soft computing approach. [21] used Fuzzy logic for representation of clinical guidelines for automated decision support. [22] describe adaptive neuro-fuzzy inference system (ANFIS). The main objective of this study is classification of diabetic diseases based on the symptoms. The dataset for the training of an ANFIS is collected from the various physicians for the classification of diabetic diseases. [23] describe Classification Of Diabetes Disease Using Support Vector Machine. [24] used recurrent artificial neural network to predict blood glucose sugar and then used neuro-fuzzy expert system to offer short-term therapeutic advice. In reference. In [25] the author has proposed a neural network based predictive control structure and applied to treat the problem of diabetes management. The control approach is to predict future plant behavior; hence it specifies accurate control actions necessary to stabilize slow process systems such as physiological systems. [26] Suggested a novel method of Thyroid disease diagnosis by using fuzzy cognitive map based decision support system. The system is structured by the combined knowledge from experts and generated fuzzy rules from data. A multi agent system for Clinical Decision Support is presented in [27]. It uses supervised learning techniques for supporting clinical decisions. [28] Presented a data mining method on the study of medical information. They used improved apriori algorithm. [29] Proposes intelligible support vector machines for diagnosis of diabetes mellitus. Recently After reviewing the literature cited above it is identified that using the hybrid of soft computing and data mining techniques for preprocessing of clinical data and prediction can result in an effective prediction model.

III. PERFORMANCE ANALYSIS

The performance of the proposed predictive model is measured using the following criteria.

Accuracy: The accuracy of a predictive model is the probability of it correctly classify records in the test dataset.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

Where TP is the number of true positive

TN is the number of true negative

FP is the number of false positive

FN is the number of false negative

Area under receiver-operator characteristics curve (ROC): It characterizes the relationship between sensitivity and (1-specificity). The sensitivity of a test is the probability (0-100%) that a test is positive for the patients with diabetes. The specificity is the probability that a test is negative for patients without diabetes. The curve that has a larger area under curve is better than the one that has a smaller area under curve.
Diabetes, Breast cancer and Heart Disease are the leading causes of death worldwide and the early prediction of these diseases are very important task. The computer aided disease prediction system helps the physician as a tool for disease diagnosis. From the analysis it is concluded that, soft computing intelligence techniques plays a major role in disease classification and prediction. Neural Network and Bayesian Classifier are widely used today for their great accuracy, coverage area and less time requirement. The classification accuracy can be improved by reduction in features. In spite of lots of others hybridized intelligence techniques, expert system, optimization techniques are under research to improve the accuracy, these techniques are most commonly used for classification with acceptable accuracy for medical diagnosis and various algorithms are under research which will improve the efficiency of these approaches.
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