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Abstract— Genetic algorithms (GA) are wide class of global optimization methods. A genetic algorithm is one of a class of algorithms that searches a solution space for the optimal solution to a problem. Many works have been reported for this problem using Genetic Algorithm (GA). The GA is one of the most powerful optimization methods based on the mechanics of natural evolution. One of the problems in using genetic algorithms is the choice of crossover operator. A very famous best-known NP-hard problem is job shop scheduling problem. Job shop scheduling problem is one of the most important problems in the combinatorial optimization problems and it is applied to various fields about engineering. The work proposed here intends to test the performance of different crossover used in GA and compare the performance for each of them This research presents an investigation on comparison of PMX, OX, CX crossover operators to solve JSSP problem. The makespan is the measure used to evaluate the genetic crossover operators. The main conclusion is that there is a crossover operator having the best average performance on a specific set of solved instances. The objective is therefore to improve the performance of GA by using these crossover operators.
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I. AN OVERVIEW OF GENETIC ALGORITHM

Genetic algorithm (GA) technology has been around for over 30 years[1]. However, applications based on this technology are just recently (past 5 years) being fielded in earnest. Genetic algorithms are inspired by Darwin’s theory about evolution. Solution to a problem solved by genetic algorithms is evolved. GA is a process which mimics the way biological evolution works. “A genetic algorithm (GA) is a search technique to find approximate solutions to combinatorial optimization problems. Genetic algorithms are a particular class of evolutionary algorithms that use techniques inspired by evolutionary biology such as inheritance, mutation, natural selection, and recombination (or crossover).”

A genetic algorithm is a type of searching algorithm. It searches a solution space for an optimal solution to a problem. The key characteristic of the genetic algorithm is how the searching is done. Each generation of the algorithm, new members are “born” into the population, while others “die” out of the population. A single solution in the population is referred to as an individual. The fitness of an individual is a measure of how “good” the solution represented by the individual is. The better the solution, the higher the fitness – obviously, this is dependent on the problem to be solved[13]. The selection process is analogous to the survival of the fittest in the natural world. Individuals are selected for “breeding” (or cross-over) based upon their fitness values – the fitter the individual, the more likely that individual will be able to reproduce. The cross-over occurs by mingling the two solutions together to produce

Figure 1: The Genetic Algorithm

1. Create a population of random candidate solutions named pop.
2. Until the algorithm termination conditions are met, do the following (each iteration is called a generation):
   (a) Create an empty population named new-pop.
   (b) While new-pop is not full, do the following:
      i. Select two individuals at random from pop so that individuals which are more fit are more likely to be selected.
      ii. Cross-over the two individuals to produce two new individuals.
   (c) Let each individual in new-pop have a random chance to mutate.
   (d) Replace pop with new-pop.
3. Select the individual from pop with the highest fitness as the solution to the problem.
two new individuals. During each generation, there is a small chance for each individual to **mutate**, which will change the individual in some small way.

![Flowchart of a genetic algorithm](image)

**Figure 1: Flowchart of a genetic algorithm**

### II. JOB SHOP SCHEDULING PROBLEM

Scheduling refers to the act of assigning resources to tasks or assigning tasks to resources. The job-shop scheduling problem is one of the most complicated and typical. It aims to allocate m machines to perform n jobs in order to optimize certain criterion.

JSSPs are well known combinatorial optimization problems, which consist of a finite number of jobs and machines. Each job consists of a set of operations that has to be processed, on a set of known machines, and where each operation has a known processing time[2]. A schedule is a complete set of operations, required by a job, to be performed on different machines, in a given order. In addition, the process may need to satisfy other constraints such as (i) no more than one operation of any job can be executed simultaneously and (ii) no machine can process more than one operation at the same time. The objectives usually considered in JSSPs are the minimization of makespan, the minimization of tardiness, and the maximization of throughput. The total time between the starting of the first operation and the ending of the last operation, is termed as the makespan. In JSSPs, the size of the solution space is an exponent of the number of machines, which makes it quite expensive to find the best makespan for larger problems. By larger problem, we mean a higher number of jobs and (or) a higher number of machines[5]. Most JSSPs that have appeared in the literature are for ideal conditions. However, in practice, process interruptions such as machine breakdown and machine unavailability are very common, which makes JSSPs more complex to solve.

A classical job-shop scheduling problem contains N jobs and M machines where each job needs to process for M operations. Every operation is assigned to a particular machine. Each machine is capable of processing only one kind of operation. In addition, there are several other basic conditions that have to be considered for the classical JSSPs as stated below[8].

- The number of operations for each job is finite.
- The processing time for each operation in a particular machine is defined.
- There is a pre-defined sequence of operations that has to be maintained to complete each job.
- Delivery times of the products are undefined.
- No setup cost and tardiness cost.
- A machine can process only one job at a time.
- Each job visits each machine only once.
- No machine can deal with more than one type of task.
- The system cannot be interrupted until each operation of each job is finished.
- No machine can halt a job and start another job before finishing the previous one.
- Each and every machine has full efficiency.

The job shop scheduling problem is a generalization of the classical job shop problem. In the static job-shop scheduling problem, finite jobs are to be processed by finite machines. Each job consists of a predetermined sequence of task operations, each of which needs to be processed without pre-emption for a given period of time on a given machine. Tasks of the same job cannot be processed concurrently and each job must visit each machine exactly once. Each
operation cannot be commenced until the processing is completed, if the precedent operation is still being processed. A schedule is an assignment of operations to time slots on a machine[12]. The makespan is the maximum completion time of the jobs and the objective of the JSSP is to find a schedule that minimizes the makespan.

The job-shop scheduling problem (JSSP) [3]can be described as a set of \( n \) jobs denoted by \( J_j \) where \( j = 1,2,\ldots, n \) which have to be processed on a set of \( m \) machines denoted by \( M_k \) where \( k = 1,2,\ldots, m \). Operation of \( j \) th job on the \( k \) th machine will be denoted by \( O_{jk} \) with the processing time \( P_{jk} \). Once a machine starts to process a job, no interruption is allowed. The time required for all operations to complete their processes is called makespan. In this paper, our intention is to minimize this makespan value. Every time when makespan is optimised, a schedule can be described by the processing orders of operations on the machines.

“Job-Shop Scheduling Problem (JSSP) is one of the well known hardest combinatorial optimization problems. JSSP being amongst the worst members of the class of NP-hard problems” (Gary and Johnson, [1979]), there is still a lot of room for improvement in the existing techniques. Because of its large solution space JSSP is considered to be comparatively one of the hardest problems to solve[14]. “If there are \( n \) jobs and \( m \) machines the number of theoretically possible solutions is equal to \((n!m)\)” (Noor [2007]). Among these solutions an optimal solution, for a certain measure of performance, can be found after checking all the possible alternatives. But the checking of all the possible alternatives can only be possible in small size problems. For example, a very simple problem of 5 jobs and 8 machines will give \( 4.3 \times 10^{16} \) numbers of alternatives. Even with a high performance computer, that can evaluate one alternative per micro second, complete enumeration of this problem to find out the optimal solution would take more than 1000 years of continuous processing (Hitomi [1996], Morshed [2006]).

Solution Techniques to Handle JSSP

A number of solution techniques to handle the JSSP have been developed over the years. A broad classification of the scheduling techniques is given in Jain [1998]. Initially the techniques are divided into two classes as approximation and optimization techniques[4].

---

**Fig.2: Solution approaches to JSSP**

III. GENETIC ALGORITHM WITH PMX, CX, OX OPERATORS

John Holland proposed Genetic Algorithm in 1975 [1]. In the field of artificial intelligence a genetic algorithm is a search heuristic that mimics the process of natural evolution. Genetic Algorithm belongs to class of evolutionary algorithm. GA begin with various problem solution which are encoded into population, a fitness function is applied for evaluating the fitness of each individual, after that a new generation is created through the process of selection, crossover and mutation. After the termination of genetic algorithm, an optimal solution is obtained. If the termination condition is not satisfied then algorithm continues with new population.

Crossover operators are the backbone of the genetic algorithm. Crossover is a genetic operator that combines (mates) two chromosomes (parents) to produce a new chromosome (offspring)[6]. The idea behind crossover is that the new chromosome may be better than both of the parents if it takes the best characteristics from each of the parents. Crossover occurs during evolution according to a user-definable crossover probability.

The following types of crossover:-
• **One Point**: A crossover operator that randomly selects a crossover point within a chromosome then interchanges the two parent chromosomes at this point to produce two new offspring.

Consider the following 2 parents which have been selected for crossover. The “|” symbol indicates the randomly chosen crossover point.

- Parent 1: 11001|010
- Parent 2: 00100|111

After interchanging the parent chromosomes at the crossover point, the following offspring are produced:-

- Offspring 1: 11001|111
- Offspring 2: 00100|010

• **Two Point**: A crossover operator that randomly selects two crossover points within a chromosome then interchanges the two parent chromosomes between these points to produce two new offspring.

Consider the following 2 parents which have been selected for crossover. The “|” symbols indicate the randomly chosen crossover points.

- Parent 1: 110|010|10
- Parent 2: 001|001|11

After interchanging the parent chromosomes between the crossover points, the following offspring are produced:-

- Offspring 1: 110|001|10
- Offspring 2: 001|010|11

Reproduction makes clones of good strings but does not create new ones. Crossover operators are applied to mating pool with hope that it creates a better offspring. Here three crossover operators PMX, CX and OX are discussed.

1. **Partially Matched Crossover**: The partially matched crossover (PMX) was proposed by Goldberg and Lingle. In partially matched crossover operator two crossover points are selected randomly from the parent’s chromosomes to produce the offspring. The two crossover points give a matching selection which is used to affect a cross through position by position exchange operations. Partially Matched Crossover is a crossover for mating individuals consisting of enumerated type chromosomes in unique gene representation. Partially-Matched Crossover (PMX) is applied by choosing two random different crossing points in the strings and exchanging and swapping the segment contents from one individual to another. PMX is used to avoid duplicate allele values after crossover.

   ![Partially matched crossover](image)

2. **Ordered Crossover**

   The ordered crossover (OX) was proposed by Davis which produces an offspring by selecting a sequence of parent and preserve the relative order of cities in other parent. In ordered crossover operator two cut points are randomly selected from parent’s chromosomes. Here to produce the offspring O1 the genes between the cut points are replaced by the genes in the second parent.

   ![Ordered Crossover](image)
3. **Cyclic Crossover**: Cyclic crossover operator performs recombination under the constraint that each gene comes from the parent or other.

![Cyclic Crossover Diagram](image)

**Fig. 5 Cyclic Crossover**

### IV. SIMULATION RESULTS

This research implies that maximum number of jobs is to be performed in less time. Any operation can be applied to any machine in any time span. We have to schedule our jobs in minimum time with better efficiency. This minimum time required to complete the jobs is called makespan. Any operation can be applied on any machine with any random number of jobs. Initially number of machines and number of jobs are defined. The population is generated with various numbers of different entries in the table regarding operation name, start time and end time for particular job. The generated population will be scheduled and selection is performed using tournament selection and then crossover and mutation operators are applied to get the best efficient sequence in which operations are to be performed on the given number of machines. The efficient sequence is gathered using three crossover operators PMX, CX, OX which produce different results using same values of number of machines and jobs. The result obtained will be different in each case.

**STEP 1**: Enter the number of jobs and machines

![Number of machines and jobs](image)

**Fig 6 Number of machines and jobs**

**STEP 2**: Enter the number of operations in each job. Also enter the starting and execution time of each operation. Enter population size and generate population.

![Operations Details](image)

**Fig 7 Number of operation in each job**
STEP 3: Population of chromosomes is generated. Now using PMX, OX, CX operator generate results.

Fig 8 Population is generated

STEP 4: Obtain the optimized solution using PMX operator

Fig 9 Using PMX operator

STEP 5: Obtain the optimized solution using OX operator.

Fig 10 Using OX operator
STEP 5 Obtain the optimized solution using CX operator.

Time taken by the crossover operators on different no of machines and jobs as shown in the table

<table>
<thead>
<tr>
<th>No. of machines</th>
<th>No. of jobs</th>
<th>PMX</th>
<th>CX</th>
<th>OX</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>5</td>
<td>39</td>
<td>44</td>
<td>37</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>53</td>
<td>50</td>
<td>45</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>42</td>
<td>36</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 1. Time taken by crossover operators

Chart to show the results of crossover operators.

V. CONCLUSION

The experimental results show that the minimum length of the schedule are obtained from OX i.e. Ordered Crossover operator. This will provide the best optimal solution with less time and best sequence for operations to be performed on machines. The results show that the OX crossover outperforms the PMX and CX crossover operator. The best scheduled result will proved to produce best makespan and fewer throughputs from the desired population generated. OX improves the GA’s from premature convergence or time or both.
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