Emotion Detection Independent of User Using MFCC Feature Extraction
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Abstract—Emotion is a mental and physiological state associated with a wide variety of feelings, thoughts, and behavior. Speech processing is emerged as one of the important application area of digital signal processing. Various fields for research in speech processing are speech recognition, speaker recognition, speech synthesis, speech coding etc. The objective of automatic speaker recognition is to extract, characterize and recognize the information about speaker. Emotions are subjective experiences, or experienced from an individual point of view. This process includes a proper training and testing pattern. The classification method involves the processing of the saved data against the uploaded data with the same extracted features. In this paper we proposed MFCC as feature extraction technique and neural network as a classifier for detection user and its emotion.
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I. INTRODUCTION

Affective computing is the study and development of systems and devices that can recognize, interpret, process, and simulate human affects. Affective computing is concerned with emotions and machines. It is an interdisciplinary field spanning computer science, psychology, and cognitive science. [1] The machine should interpret the emotional state of humans and adapt its behaviour to them, giving an appropriate response for those emotions. Detecting and recognizing emotional information is one of the area of affective computing.

Emotions are well rooted to perception and the human neural system. Only through emotions, the communication will be effective. Emotions can be expressed and identified through speech, facial expressions, gestures etc. Since speech is the most effective medium for communication, speech emotion recognition attains greater importance [2]. Recognizing human emotions is a very complex task in itself because of the ambiguity in classifying the acted and natural emotions. Human speech is a combination of linguistics and emotions.

Automatic Emotional Recognition (AER) finds applications in speech recognition systems, text to speech synthesis systems, forensics, medical domains and humanoid robots. Emotions are closely related to psychological, linguistics, performance of the emotion recognition system depends on the features that are used.

Like any other recognition systems, emotion recognition systems also involve two phases namely, training and testing. Training is the process of familiarizing the system with the emotions characteristics of the speakers. Testing is the actual recognition task. The speech emotion recognition system has the emotional speech as an input and the classified emotion as an output. The system contains four main stages, preprocessing, feature extraction, feature selection and finally the classifier. Fig. 1 shows a flowchart for a typical emotional recognition system.

![Fig.1 Block Diagram for Emotion Recognition System through Speech](image-url)
The input of the system is the speech files, which first undergoes some preprocessing. The next step is to extract the main features of the input speech that will differentiate between the different motions. Then the feature selection, removal and standardization algorithms are applied to get the optimum feature vectors. The vector is then presented to the classifier in training and testing scheme. The final output is the classified emotion according to the input speech. In this paper four kinds of emotional speech segments like happy, sad, angry, and aggressive get recognized. For this MFCC is used as a feature extraction and neural network will be the classifier.

II. MFCC FEATURE EXTRACTION

For the purpose of feature extraction, spectral analysis algorithm such as Mel-frequency Cepstral Coefficients, MFCCs will be used. For prosody analysis, the statistics of pitch and energy will be used to determine prosodic features.

MFCC is based on the human peripheral auditory system. The human perception of the frequency contents of sounds for speech signals does not follow a linear scale. Thus for each tone with an actual frequency $t$ measured in Hz, a subjective pitch is measured on a scale called the Mel Scale. The Mel frequency scale is linear frequency spacing below 1000 Hz and logarithmic spacing above 1kHz. As a reference point, the pitch of a 1 kHz tone, 40 dB above the perceptual hearing threshold, is defined as 1000 Mels.

The extraction and selection of the best parametric representation of acoustic signals is an important task in the design of any speech recognition system; it significantly affects the recognition performance. A compact representation would be provided by a set of Mel-frequency cepstrum coefficients (MFCC), which are the results of a cosine transform of the real logarithm of the short-term energy spectrum expressed on a Mel-frequency scale. The MFCCs are proved more efficient [3] [4]. Therefore, here we are using MFCC for spectral feature extraction. The calculation of the MFCC includes the following steps.

**Step 1: Frame Blocking** The process of segmenting the speech samples obtained from analog to digital conversion (ADC) into a small frame with the length within the range of 20 to 40 msec. The voice signal is divided into frames of $N$ samples. Adjacent frames are being separated by $M$ ($M < N$). Typical values used are $M = 100$ and $N = 256$.

![Complete Pipeline for MFCC](image)

**Step 2: Windowing** Hamming window is used as window shape by considering the next block in feature extraction processing chain and integrates all the closest frequency lines.

If window is defined as $W(n)$, $0 \leq n \leq N-1$ where

$N$ = number of samples in each frame

$Y[n]$ = output signal

$X(n)$ = input signal

$W(n)$ = Hamming window, then the result of windowing signal is

$$Y(n) = X(n) \times W(n)$$  \hspace{1cm} (1)
\[ W(n) = 0.54 - 0.46 \cos(2\pi n/N - 1) \quad 0 \leq n \leq N - 1 \] (2)

**Step 3: Fast Fourier Transform (FFT)** To convert each frame of N samples from time domain into frequency domain. The Fourier Transform is to convert the convolution of the glottal pulse \( U[n] \) and the vocal tract impulse response \( H[n] \) in the time domain.

\[ Y(w) = \text{FFT}[h(t) * X(t)] = H(w) * X(w) \] (3)

If \( X(w) \), \( H(w) \) and \( Y(w) \) are the Fourier Transform of \( X(t) \), \( H(t) \) and \( Y(t) \) respectively.

**Step 4: Mel-frequency wrapping** The frequencies range in FFT spectrum is very wide and voice signal does not follow the linear scale. Set of triangular filters that are used to compute a weighted sum of filter spectral components so that the output of process approximates to a Mel scale. Each filter’s magnitude frequency response is triangular in shape and equal to unity at the centre frequency and decrease linearly to zero at centre frequency of two adjacent filters.

Then, each filter output is the sum of its filtered spectral components.

\[ F(\text{Mel}) = [2595 \times \log_{10}(1 + f/700)] \] (4)

Above equation is used to compute the Mel for given frequency \( f \) in HZ.

**Step 5: Cepstrum (Discrete Cosine Transform (DCT))** This is the process to convert the log Mel spectrum into time domain using Discrete Cosine Transform (DCT). The result of the conversion is called Mel Frequency Cepstrum Coefficient. The set of coefficient is called acoustic vectors. Therefore, each input utterance is transformed into a sequence of acoustic vector [5] [6].

### III. NEURAL NETWORK

An Artificial Neural Network (ANN) is an information processing paradigm that is inspired by the way biological nervous systems, such as the brain, process information. The key element of this paradigm is the novel structure of the information processing system. It is composed of a large number of highly interconnected processing elements (neurons) working in unison to solve specific problems. ANNs, like people, learn by example. An ANN is configured for a specific application, such as pattern recognition or data classification, through a learning process. Neural networks, with their remarkable ability to derive meaning from complicated or imprecise data, can be used to extract patterns and detect trends that are too complex to be noticed by either humans or other computer techniques. A trained neural network can be thought of as an “expert” in the category of information it has been given to analyses. An artificial neuron is a device with many inputs and one output. The neuron has two modes of operation; the training mode and the using mode. In the training mode, the neuron can be trained to fire (or not), for particular input patterns. In the using mode, when a taught input pattern is detected at the input, its associated output becomes the current output. If the input pattern does not belong in the taught list of input patterns, the firing rule is used to determine whether to fire or not.

![Fig3: Illustrate the general working principle of the NEURAL NETWORKS.](image)

### IV. METHODOLOGY

The methodology of this work is quite simple. Data base has to be trained for different categories. As explained above, features will be extracted for the wave files. The extracted features will be saved to the database for every category processed. The neural network works on two scenarios namely the training and the testing part. The integrated neural network of MATLAB needs to get a target set, the target set will be helpful in indentifying what exactly the files are. Then randomly a file will be uploaded to test the training scenario of the neural network. The neural network will intake the features of the uploaded file and would set the targets of the value provided earlier. It would classify the wave files according to the target set and would provide the exact result. The false predictions would be called as far.
Fig4: Represents Flow Diagram of ASR

V. CONCLUSION

In this paper we have focused speech emotion detection. We also reviewed detailed study of feature extracting technique MFCC. MFCCs are proved to be more efficient. Furthermore we will be using different version of neural as a classifier for emotion detection and try to enhance the accuracy of the voice files of different categories.
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