Abstract: In the area of Data Mining, Image Mining technology has been considered an advanced field for discovering information related to the images. Image Mining is a process of extracting knowledge concerning images. The demand of image mining increases as the need of image data is growing day by day. There are many techniques developed in the earlier researches and eventually these techniques can reveal useful information according to the human requirements, but Image Mining still requires more development especially in the area of web images. Now-a-days Image Mining is one of the major technology used in the world of internet. There is a need of effective and efficient methods to be encountered for obtaining the information of web images.

This paper presents a survey on various image mining techniques. It also provides improvements for future research.
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I. INTRODUCTION: Image Mining

Image Mining is an extended branch of data mining that is concerned with the process of knowledge discovery concerning images. Image Mining deals with the extraction of image patterns from a large collection of images. In Image Mining, the goal is the discovery of image patterns that are significant in a given collection of images [4]. Image Mining deals with the extraction of knowledge, image data relationship and other required patterns and uses ideas from image processing, image retrieval and machine learning, databases [6]. The focus of image mining is on the extraction of knowledge patterns from a large collection of images. While there seems to be some overlap between image mining and content-based retrieval (since both deal with large collections of images), image mining goes beyond the problem of retrieving relevant images. In image mining, the goal is to discover image patterns that are significant in a given collection of images and the related alphanumeric data [2]. The fundamental challenge in image mining is to reveal out the knowledge relating to the images from the web pages.

Fig. 1 illustrates the typical image mining process.

Fig. 1 Image Mining Process [5]
1.1 Preprocessing:
In image data, the spatial segmentation can be done at region and/or edge level based on the requirements of the application. It can be automatic or manual and should be approximate enough to yield features that can reasonably capture the image content.

1.2 Feature Extraction and Transformation:
Color, edges, shape, and texture are the common image attributes that are used to extract features of mining. Feature extraction based on these attributes may be performed at the global or the local level. There are obvious trade-offs between global and local descriptors. Global descriptors are generally easy to compute, provide a good representation, but they tend to integrate and therefore are often unable to discover subtle patterns or changes in shape. Local descriptors, on the other hand, tend to generate more elaborate representations and can yield useful results even when part of the underlying attribute[5].

II. Image Mining vs. Data Mining
The most common misconception of image mining is that image mining is nothing more than just applying existing data mining algorithms on images. This is certainly not true because there are important differences between relational databases versus image databases. The following are some of these differences:

(a) Absolute versus relative value. In relational databases, the data value are semantically meaningful. For example, age is 37 is well understood. However, in image databases, the data value themselves may not be significant unless the context supports them. For example, a grey scale value of 48 could appear darker than a grey scale value of 88 if the surrounding context pixels values are all very bright.

(b) Spatial information (Independent versus dependent position): Another important difference between relational databases and image databases is that the implicit spatial information is critical for interpretation of image contents but there is no such requirement in relational databases

(c) Unique versus multiple interpretations: A third important difference deals with image characteristics of having multiple interpretations for the same visual patterns. A new class of discovery algorithms is require to consider to the special needs in mining useful patterns from images [15].

III. Existing Techniques of Image Mining
Besides investigating suitable frameworks for image mining, early image miners attempted to use existing techniques to mine image information. The image mining techniques include object recognition, image retrieval, image classification, image clustering, association rules mining, and neural network. We will explain these techniques and how they have been applied to image mining in the following subsections:

To perform Image Mining techniques select a collection of images belonging to the same field (E.g. geographical images)

3.1 Object Recognition
Object recognition has been an active research focus in field of image processing. Using object models that are known a priori, an object recognition system find objects in the real world from an image. This is a major task in image mining. Machine learning and meaningful information extraction can only be realized when some objects have been identified and recognized by machine. The object recognition problem can be refer to as a supervised labeling problem based on models of known objects i.e. given a target image containing one or more interesting objects and a set of labels corresponding to a set of models known to system, what is object recognition to assign correct labels to regions, or a set of regions, in the image [15].
After extracting object are encoded it as follows:
O1: circle.
O2: triangle.
O3: square.

3.2 Image Retrieval
Image mining requires that images be retrieved according to some requirement description. The requirement description can be classified into three levels of increasing complexity [12]:
(a) Level 1 comprises image retrieval by primary features such as color, texture and shape.
(b) Level 2 comprises image retrieval by derived or logical features like objects of a given type or individual objects or persons.
(c) Level 3 comprises image retrieval by obtaining attributes, involving a significant amount of high level reasoning about the meaning or purpose of the objects or scenes depicted.
Text based Image Retrieval
The images are indexed and retrieved based on the descriptions such as their size, type, date and time of capture, identify of owner, keywords description of the image. This is often called description based or text based image retrieval process. The text based descriptions of the images are typed manually for each image by human descriptors, because the automatic generation of keywords for the images is difficult without visual information and feature extraction. Based on these contents, desirable image features can be mined and used as index. The keyword from dictionary of the images and on the basis of these keywords searches the requested images. Image came in the form of text stores in the data dictionary and here finds the keywords are available in the data dictionary then it shows the number of specific images, if data not find then it shows a message the word does not match. The user’s has given input text the images are displayed based on their relevance feedback[8].

Query Based Image Retrieval
The query image can be extracting the visual features and can be compared to find matches with the indices of the images stored in the database and these features are used to retrieve the similar images from the image database. In the comparing of two images, resemblance of the visual features of the query image is measured with the features of each image. The similarities of two images are measured by computing the distance between the feature vectors of two images the retrieval system returns the k images. Several image characteristics have been used to index images for content based image retrieval system. Query gives to this system with an image and then search is based upon search algorithms which vary according to its application; result images must all share elements.Image which is already existed may be supplied by user or taken from stored Database[8].

3.3 Image Indexing
The objective of image indexing is to retrieve similar images from an image database for a given query image (i.e., a pattern image). Each image has its unique feature. Hence image indexing can be implemented by comparing their features, which are derived from the images. The basis of similarity among images may be based on the features such as color, intensity, shape, position and texture, and above mentioned other image attributes.[9]

Image indexing techniques are of two types:
1. Textual (manual)
2. Content-based (automated)

1. Textual
   It is very simple techniques; keeping in mind the user approach keywords are given for a specific image. These includes
   - Caption indexing
   - Keyword additions
   - Standard content titles, Classification, etc.

   The difficulty with this indexing is that it is
   - Labor intensive
   - More subjected to inter indexer consistency difficulties than indexing of text
   - Of-ness, thing-ness, about-ness ambiguities

2. Content-based
   In this technique images are indexed based on their content like color, shape, direction and texture etc. This kind of indexing is taken care by software itself, algorithms are arisen which can distinguished the color, shape, textures etc. The image retrieved through this technique is known as Content Based Image Retrieval(CBIR).

   Research and development issues in CBIR cover a range of topics, many shared with ordinary image processing and information retrieval. Some of the most important are:
   - understanding image users requirements and information-finding behavior
   - recognition of suitable ways of explaining image content
   - retrieving such features from unprocessed images
   - provide storage area for large image databases
   - combine query and stored images in a way that reflects human similarity discrimination
   - efficiently access stored images by content
   - providing usable human interfaces to CBIR systems[9]

3.4 Image Classification and Image Clustering
Image classification are the supervised and unsupervised classification of images into groups.
In supervised classification, give a collection of labeled (pre classified) images, and the problem is to label a newly encountered, yet unlabeled images.
In unsupervised classification (or image clustering), the problem is to group a given collection of unlabeled images into meaningful clusters according to the image content without a priori knowledge [2].
Image Texture Classification:
The texture represents the energy content of the images. If an image contains high textures, then the energy will be high as estimated to that of average and low texture images. So when combining the energy values specified for a local patch of an image the values will be high for highly textured areas and will be low for simple areas. Also the local areas of same kind of textured areas will approximate same energy level. So it can be known as “Texture Activity Index”. If it is capable to fit the power values into any distribution then the classification of images into High, Average and Low description of images can be easily and effectively done because the statistical parameters of the respective distribution will be different for all the three categories as because they possess different energy levels[13].

Image Clustering:
Clustering will be more advantage for reducing the searching time of images in the database. There are a variety of clustering methods: hierarchical, partitioning, density-based, grid-based and fuzzy clustering methods. Fuzzy C-means (FCM) is one of the clustering methods used frequently in image mining which allow one piece of data to connect to two or more than two clusters. In this clustering, each point has a degree of connecting to clusters, as in fuzzy logic, rather than connecting completely to just one cluster. Thus, points on the edge of a cluster can be in the cluster to a lesser degree than points in the centre of cluster. FCM groups data in particular number of clusters[13].

3.5 Association Rule Mining:
Association rule mining is frequently used in data mining to uncover interesting trends, patterns and rules in large datasets. Recently, association rule mining has been applied to large image databases [4]. Although the current image association rule mining approach is far from mature and perfection compared its application in data mining field, there opens up a very promising research direction and vast room for image association rule mining. There are two main methods: The first method is to mine from large collections of images alone, and the second method is to mine from a combined collection of images and associated alphanumeric data. A typical example of the first kind of association mining of image is to find if there is some pattern existing for an individual city or between different cities by studying a collection of satellite imagery of various cities of the United States. An example of the second case may involve medical imagery and patient records. Image data and patient records can be viewed together to find interesting associations[4].

The association rule mining is an appropriate tool for pattern detection in knowledge discovery and data mining. Its objective is to remove useful information from very large databases. By using rules extracted from images, the content of images can be suitably analyze, and the information require for image classification can be obtained.

The association rule can be represented by an expression \( X \Rightarrow Y \), where \( X \) and \( Y \) can be any discrete entity. As we discuss image database, \( X \) and \( Y \) can be some feature elements mined from images. The meaning of \( X \Rightarrow Y \) is: Given an image database \( D \), for each image \( I \in D \), \( X \Rightarrow Y \) expresses that whenever an image \( I \) contains \( X \) then \( I \) will probably holds \( Y \). The support of association rule is defined as the probability \( p(X \subseteq I, Y \subseteq I) \) and the confidence of association rule is defined as the conditional probability \( p(X \subseteq I | Y \subseteq I) \). A rule with support bigger than a specified minimum support and with confidence bigger than a specified minimum confidence is considered as a significant association rule[16].

3.6 Neural Networks
Neural Networks is one of the technique used in image processing and image retrieval. Neural Networks are computational systems made up of simple processing units called neurons which are usually organized into layers with fully or partially connections. The main task associated with a neuron is to receive the activation values from its neighbors (the output of other neurons), compute an output based on its weighted input parameters and send that output to its neighbours. Artificial neural network models have been studied for many years in the hope of achieving humanlike performance in several fields such as speech and image understanding. A neural network, by definition, is a massively parallel distributed processor made up of simple processing units, each of which has a natural tendency for storing experiential knowledge and making the knowledge available for use. Neural networks are fault tolerant and are good at pattern recognition and trend prediction. In the case of limited knowledge, artificial neutral network algorithms are frequently used to construct a model of the data. There are some key differences in the way conventional programs and neural networks work. The former require programming whereas neural networks are train by using of train data. The conventional programming uses serial processing, while neural networks use parallel processing[18].

IV. Literature Survey

Nishchol Mishra et al.(2012)[13] The emergence and proliferation of social network sites such as Facebook and LinkedIn and other multimedia networks such as Flickr has been one of the major events of this century. The networks have acquired immense popularity and have become a part of the daily lives of millions of people. Many of these network sites are thus extremely rich in content, and contain a tremendous amount of multimedia content waiting to be mined and analyzed. Analyzing this huge amount of multimedia data to discover useful knowledge is a challenging task. It has opened up opportunities for research in Multimedia Data Mining (MDM). Multimedia Data Mining can be defined as the process of finding interesting patterns from media data such as audio, video and text that are not ordinarily accessible by basic queries and associated results. This paper mainly focused on Image Mining techniques and how Content-based Image Retrieval can be helpful for Image Mining.
Mahip M. Bartere et al.[2012][8] Image mining presents special characteristics due to the richness of the data that an image can show. Effective results of image mining by content requires that the user point of view is used on the performance parameters. Comparison between different mining by similarity systems is particularly challenging owing to the great variety of methods implemented to represent likeness and the dependence that the results present of the used image set. In this paper we proposed an evaluation framework for comparing the influence of the distance function on image mining by color and also a way to mine an image from its name. Experiments with color similarity mining by quantization on color space and measures of likeness between a sample and the image results have been carried out.

Shaikh Nikhat Fatma[2012][20] The goal of this paper is to discover the image patterns that are significant in agiven collection of images. The basic challenge is to find low level pixel representation contained in an unprocessed image can be efficiently and effectively processed to identify high level features. Overview of image mining frameworks is also discussed briefly. The framework models represent the information presents in the image data and figure out the issues and challenges of finding useful patterns/knowledge belonging to the data.

Ji Zhang et al.[2012][5] The paper highlights the need of image mining as the demands of image data is increasing day by day. The analysed images give useful information according to the user needs. Image Mining deals with the extraction of knowledge, relationship between image and data and other required information stored in the images. Image Mining is advanced field of data mining. Many algorithms are implemented in research of image mining but it is still required further development in this area. This paper examined the research issue and current developments in Image Mining and also identifies future research directions in Image Mining.

Md. Farooque[2003][9] With the advancement in the world wide web, a large amount of data on many different fields has become available online. User retrieved images by an efficient and effective manner. Many techniques have been developed to solve the image retrieval problem on the basis of image features such as color, texture and shape. These technology called as Content Based Image Retrieval. It plays an important role in Image Indexing and Retrieval.

V. CONCLUSION
Image Mining is the advanced field of Data Mining technique. The main objective of the Image Mining is to remove the data loss and extracting the meaningful information to the human expected needs.

In summary, Image Mining is a promising field for research. Image Mining research is still in its infancy and many issues remain solved. Specifically, we believe that for Image Mining research to progress to a new height, the following issues need to be investigated:

(a) Design semantically powerful query languages for image databases.
(b) Explore new discovery techniques that take into account the unique characteristics of image data.
(c) Incorporate new visualization techniques for the visualization of image patterns.

In this paper, we have discussed various techniques that are frequently used in the early works in image mining. Our goal will be to make a packing plan such that images must be mined in regular and efficient manner from web pages.
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