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Abstract— Predictive accuracy, computational speed, scalability and robustness are criteria for the evaluation of classification and predictive methods. Existing rule learning techniques having some limitation related performance. The known nearest neighbor methods are robust with the variable data set but they are sensitive to input data set. In this work, we introduced ada boost ensemble learning for reduction of randomized attributes. We focused on to nearest neighborhood classifier for defining attribute. Random attribute selection can be used to obtain a reduces representation of the data while minimizing the loss of information content because stream data content large data set with the variations and this approach gives the effective results for high dimensionality of the data. Experimental results show that if we combine the nearest neighbor classification with the randomized selection of attributes for stream data than this will be effective method handling possible uncorrelated errors and noisy data.
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I. INTRODUCTION

Fix and Hodges [1] presented the simple search which is widely used in the area of pattern recognition. Nearest neighbor classifiers are based on learning by analogy, means it compares the test data with the training tuple. In general nearest neighbor method [2][3] is referred as k-NN classification in which input pattern is classified into the class with most members among the k- nearest neighbor can estimates the Bayes error and its probability of error asymptotically approaches the Bayes error[4].The basic kNN method has three shortcomings-
A. High calculation required when training set contains huge amount of data because in k- nearest neighbor, to find the k-nearest neighbor samples, all the similarities between training samples must be calculated. This technique has complex calculations and more time is needed to deal with this calculations.
B. This algorithm highly depends on training set, thus small change in training sample tends the entire recalculation.
C. All the training samples are considered equal irrespective of their weight. This phenomenon will create problem where data is distributed unevenly among samples.

In nearest neighbor approach each tuple in training set represents a point in an n-dimensional space and every tuple is described by n-attributes thus all of the training tuple are stored in n-dimensional pattern space. K-Nearest neighbor classifier searches the pattern space and finds the k-training tuple that are closest to the unknown tuple. These k-training tuples are the k-“nearest neighbor” of the unknown tuple.

One limitation of attribute reduction in traditional rough sets is that, it is applicable only to databases whose attributes can induce equivalence relations or partitions because traditional rough sets are developed on equivalent relations or partitions. Ensemble learning [5] is a machine learning model where multiple learners are trained to solve the same problem. In dissimilarity to ordinary machine learning approaches which try to learn one premise from training data, ensemble methods try to construct a set of premises and combine them to use. The new objective of ensemble, which is only the enhancement of traditional technique, is to distribute the data for processing several subset of original training set [6][7][8]. There are many effective ensemble methods. The following will brief introduction of three representative methods, Boosting, Bagging and Stacking.

In this paper, we present a nearest neighbor cover reduction though the ensemble method. We described learning methodology by Ada boost approach for cover reduction though rough set theory. Improving robustness, accuracy and understanding ability is the objective of classification modelling. Regarding instability and performance limitation of existing rule learning techniques, we present an ensemble classifier based on randomized neighbourhood covering reduction.

II. RELATED WORK

Attribute reduction, also called feature subset selection is a common problem in pattern recognition, machine leaning and data mining as there usually are many candidate attributes collected to represent recognition problems. Databases expand quickly not only in the rows (objects) but also in the column (attributes) nowadays. Some of attributes are unrelated to the learning or recognition tasks. Experiments show irrelative attributes will decline the performance of the learning algorithms for the curse of dimensionality, increase training and test times.
One way to generate an ensemble with the required properties is to train the classifiers on different sets of data, obtained by sampling from the original training set [9][11]. Breiman’s bagging [9] and Freund and Schapire’s boosting [10] are well known examples of successful iterative methods for improving the predictive power of classifier learning systems. Bagging uses sampling with replacement. It generates multiple classifiers by producing replicated samples of the data. Randomized attribute subsets are common example of feature partitioning, randomized attribute subsets increases the independence among classifiers [14]. To classify an instance, a vote for each class j is recorded by every classifier that chooses it, and the class with the most votes is chosen by the aggregating scheme. Boosting uses adaptive sampling. It uses all instances at each repetition, but maintains a weight for each instance in the training set that reflects its importance as a function of the errors made by previously generated hypotheses. As for bagging, boosting combines the multiple classifiers by voting, but unlike bagging boosting assigns different voting strengths to component classifiers on the basis of their accuracy.

Experimental evidence proved that both bagging and boosting are quite effective in reducing generalization error, with boosting providing in general higher improvements. This behaviour can be explained in terms of the bias-variance components of the generalization error. The variance component measures the scatter in the predictions obtained from using different training sets, each one drawn from the same distribution. The effect of combination is to reduce the variance that is what both bagging and boosting achieve. In addition, boosting does something more. By concentrating the attention of the weak learner on the harder examples, it challenges the weak learner algorithm to perform well on these harder parts of the sample space, thereby reducing the bias of the learning algorithm.

It turns out that sampling the training set is not effective with NN classifiers [12]. To gain some insights as to why this is the case, let us analyse the conditions under which the bagging procedure is effective. As observed above, bagging reduces the variance component of the generalization error. When the weak learner is unstable with respect to variations in the training set, perturbing the training data can cause significant variability in the resulting predictor. Thus, bagging the ensemble improves accuracy in this case. Suppose the weak learner is the NN classifier. It has been shown that the probability that any given training point is included in a data set bootstrapped by bagging is approximately 63.2%. It follows that the nearest neighbor will be the same in 63.2% of the nearest neighbor classifiers [16]. Thus, errors are highly correlated, and bagging becomes ineffective.

III. ATTRIBUTE REDUCTION THROUGH ADABOOST ENSEMBLE APPROACH

The key idea of Boosting algorithm is to transfer a nearest neighbor classifier to a strong one by integration and train for attribute reduction. Adaboost algorithm is a kind of Boosting algorithms, which is an adaptive Boosting one. Adaboost algorithm can adjust weight distribution of the training samples adaptively, and consistently select the best nearest neighbor classifier of sample weight distribution, to integrate all nearest neighbor classifier and vote by a certain weight to form a strong classifier. Adaboost algorithm [13][15][18] combines nearest neighbor classification with index selection, and reaches the key indexes selection on the basis of forecast accuracy.

1) Given train sample set \( S = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}\) neighbour classifer space \( H, x \in X, X \) is a sample space, \( y = \{1, 2, 3, \ldots, K\} \) is a class label set. Initiating sample probability distribution \( D(i) = 1/n, i=1, 2, \ldots, n \).

2) For \( t=1, 2, \ldots, T, T \) is the feature numbers needed.
   To every nearest classifier \( h \) of \( H \), we can do below:
   a) Dividing sample space \( X \), we can get \( x_1, x_2, \ldots, x_m \)
   b) Under the training sample probability distribution \( D \), we can calculate

\[
D(x, y) = \| x - y \| = \sqrt{(x - y) - (x - y)}
\]

\[
D(x, y) = \sum_{i=1}^{m} ((x_i - y_i)^2)^{1/2}
\]

Improving accuracy, robustness and understand ability is the objective of classification modeling. We have presented the method to ensemble multiple classifiers with randomized neighborhood reduction that overcomes the performance limitation of existing rule learning techniques.

III. EXPERIMENTAL RESULT

Below are the results of some of the more significant tests performed using by nearest neighbor classification based on ensemble method called as adaboosting ensemble method.In this section, we first compare the accuracy of these algorithms on different datasets. Then we present the comparative results with some classical feature selection algorithms. Finally, we discuss the influence of parameters in the neighborhood model.
TABLE I
DESCRIPTION OF DATASETS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Features</th>
<th>Class</th>
<th>Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine</td>
<td>14</td>
<td>3</td>
<td>178</td>
</tr>
<tr>
<td>Iris</td>
<td>5</td>
<td>3</td>
<td>150</td>
</tr>
<tr>
<td>Wdbc</td>
<td>31</td>
<td>2</td>
<td>569</td>
</tr>
<tr>
<td>Pima</td>
<td>9</td>
<td>2</td>
<td>768</td>
</tr>
</tbody>
</table>

Furthermore, we collect ten classification tasks from UCI machine learning repository. The description of these data sets is given in Table 1. The accuracies based on Nearest Neighbor rule (NN), Neighborhood Classifier (NEC) [17], Learning Vector Quantization (LVQ) [19] and proposed work are presented in Table 2.

TABLE II
PERFORMANCE OF NEIGHBOURHOOD ATTRIBUTE REDUCTION BASED ADABOOSTING ENSEMBLE LEARNING METHOD

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NEC</th>
<th>LVQ</th>
<th>1NN</th>
<th>Proposed work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine</td>
<td>96.6</td>
<td>96.0</td>
<td>94.9</td>
<td>97.6</td>
</tr>
<tr>
<td>Iris</td>
<td>96.0</td>
<td>96.6</td>
<td>96.8</td>
<td>96.9</td>
</tr>
<tr>
<td>Wdbc</td>
<td>94.6</td>
<td>95.4</td>
<td>98.7</td>
<td>99.0</td>
</tr>
<tr>
<td>Pima</td>
<td>76.0</td>
<td>73.3</td>
<td>76.6</td>
<td>76.9</td>
</tr>
</tbody>
</table>

IV. CONCLUSIONS

Reducing redundant or irrelevant attributes can expand classification performance in most of cases and decrease cost of classification. We design a feature evaluating function, called neighbourhood dependency, which reflects the percentage of samples in the decision positive region. Theoretical arguments show that the significance of features monotonically increases with the feature subset. This property is important for integrating the evaluating function into some search strategies. Then adaboosting ensemble feature selection algorithms are constructed based on the dependency function. The future work will be focused on constructing neighborhood classifiers with the proposed model to lay a foundation for neighborhood based learning systems, such as k-nearest neighbor methods and neighborhood counting methods.

REFERENCES


