Object Recognition from an Image through Features Extracted from Segmented Image
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Abstract— Object recognition is a technological discipline that deals with the process of understanding, design, development and construction of techniques to recognize the objects in the image. The objective of an object recognition system is to make the computer to recognize objects without the assistance of the human. The major problem in designing object recognition is automatic identification of the object with respect to its size, location, orientation and in different illumination conditions. When designing an object recognition system, the following are the two problems to be addressed, the first one is choosing the correct set of features to represent the image and the second one is selecting best classifier for recognition. To solve the first problem, it is important to extract features that should be invariant to the object's transformation like scale, translation and rotation. For the second problem, the classifier should recognize the object with less computation time and should provide high performance. This paper discusses the method of slicing the image into several segments and extracting the features.

Keywords— Object Recognition, Feature Extraction, locating object, Classifiers

I. INTRODUCTION

Object Recognition is a method to identify the objects in the given image. It plays a vital role in the challenging fields like surveillance systems, fault diagnosis systems, leaf species detection, etc., [10]. In general the object recognition systems were consisting of following phases

i) Image acquisition – acquire the image and convert into digital form for further processing.  
ii) Pre-processing – the digital image is processed in such way to remove the noise, colour conversion, background subtraction, edge detection etc.,  
iii) Feature extraction – extracting the salient features of the image.  
iv) Recognition – steps involved in classifying the image or to recognize the object in the image.

Feature extraction is considered as a process of finding important features or information from the image for classification or recognition. The important objective of the feature extraction is to extract the relevant and optimum characteristic features for the recognition process, since the classification accuracy is based on the amount of features extracted from the image. Global features are the features computed from the entire image. Moment Invariants are the features extracted from the image and it had attracted many researchers to use it in their applications. Since the moment invariant is invariant with respect to change in size, translation, and rotation. The moment invariant has been classified into several categories like Cartesian geometrical moments, geometrical moments, rotational moments, orthogonal moments, and complex moments.

Pattern recognition or object recognition is considered as an important task in machine learning. Machine learning is treated as a process of providing intelligence to machine to act like humans. Machine learning can be done either as supervised or unsupervised. In supervised learning, a label is associated with each training pattern. In unsupervised learning, no labels are associated with the training pattern. In unsupervised learning, through the inductive inference, the classifier identifies the class of the pattern. Some of the classification techniques are k-Nearest Neighbor (k-NN) classification, Neural Networks, and Support Vector Machines (SVM). In the earlier work, compared the performance of Back Propagation Network is compared with k-Nearest Neighbour, but in this Radial Basis Function network is compared with k-Nearest Neighbour [11].

II. LITERATURE SURVEY

Manita Juneja and Parvinder Singh Sandhu (2009) in their paper, showed the Canny Edge detection operator provided better result when compared to the Sobel, Prewitt, Robert and Laplace of Gaussian. In their paper, they proved Canny’s edge detection algorithm performed better than all other operators under almost all circumstances.

Imola Fodor (2002) conducted a survey of dimension reduction techniques for the problem of dimensional reduction of high dimensional data into low dimensional data. He considered both the linear and non-linear dimension reduction techniques. He outlined the functionalities of each and every dimension reduction techniques.
Danny Roobaert and Marc Van Hulle (1999), in their work demonstrated the performance of Support vector machine in pattern recognition tasks and 3D object recognition. For the experiment, COIL-100 was used as dataset, which consists of 100 objects each has 72 views, from which 36 views were chosen for training and testing.

III. PROPOSED SYSTEM

Object recognition system designed using k-Nearest Neighbor using the proposed feature extraction method is implemented using MATLAB. Object recognition is treated as a holistic approach. It consists of Image Acquisition, Pre-Processing, Feature Extraction and Recognition. Feature extraction and recognition are important phases in the object recognition system. For feature extraction, the proposed method is used. The k-Nearest Neighbor is used as a classifier with Euclidean distance metric. The k-Nearest Neighbor is simplest and learning free classifier for classification and recognition of objects.

Feature extraction is a very important task in pattern recognition, since it converts the image into set of quantifiable properties called features. There are several ways to represent the image. More basic and simple way to represent the digital image is array of pixel values and it is called as feature vector. If the image size is large, the feature obtained is high-dimensional. Also it is not necessary to keep the entire image intensity for the processing and it will increase the cost of recognition. When the input data to an algorithm is too large to be processed and it is identified as redundant then the input data will be transformed into a reduced representation set of features. The feature extracted should uniquely represent the object, without leaving important information about the object in the image. Feature extraction is considered as process of reducing the amount of information required to describe a large set of data accurately. Based on the literature review conducted for feature extraction, it is observed that the Global feature provides more details and prominent one for object recognition.

The proposed object recognition model for the recognition of 2D objects is given in the Fig. 3.1. It consists of 5 stages. They are

1. Pre-Processing
   It is the first stage in object recognition, here the given colour image is converted into greyscale image and the image is resized into the standard resolution 128 x 128. From the greyscale image, the noise reduction technique is applied to remove the noise in the image. From the resultant image, the edge detection method is applied to detect the edges. For edge detection Canny’s edge detection method is used.

2. Feature Extraction
   The second stage of the system is feature extraction, the proposed feature extraction method extracts the feature and constructs the feature vector for the given image. In general, Hu’s moment invariant are computed for the entire image, if the resolution of the image is too high the computation process takes more time. In the proposed method, the Hu’s moment invariant is computed from the local parts of the image. Initially the edge detected image is segmented into sixteen parts, each of size 32 x 32. For all the sixteen parts, Hu’s moment invariant is computed and arranged into a matrix consists of 16 x 7, totally 112 features are extracted for the given image.

3. Feature Reduction
   Feature reduction is the third stage of the object recognition system considered, it is also called as dimensionality reduction. The performance of the k-nearest neighbor classifier degrades when the numbers of features are more. In order to reduce the feature, dimensionality reduction technique is applied. In the proposed work, KPCA method (Kernel Principal Component Analysis) is applied to reduce the number of features. The constructed 16 x 7 (112) features is given as input to the KPCA, it produces the Eigen component, the first 15 Eigen component is selected as feature for recognition.

![Fig. 3.1 Proposed 2D object recognition model using k-NN classifier](image-url)
4. Feature Vector Construction
The generated Eigen component for the given image is arranged as row in the feature vector, and the same process is repeated for all the training images. Each training image Eigen component is considered as row of the feature vector. Once all the training images are processed, the feature vector is constructed and the label of the training image is obtained and formed as part of the feature vector.

5. Recognition
For recognition, the learning free classifier, k-Nearest Neighbor is used. To recognize the object in the test image, the Eigen component is obtained from the test image using the stages 1 to 3. Using the k-Nearest Neighbor, the object in the test image is recognized.

Feature extraction is the salient and more important part in the object recognition system. The objective of the proposed feature extraction method is to extract the features that are sufficient to identify the object and to locate the object in the image. The proposed method adopts the process of calculating the Hu’s seven moment invariant from the local parts of the image. The given colour image is converted into greyscale image and the image is resized into 128 x 128 resolution and edge detected. The image is segmented into 16 equal parts, each local part of size 32 x 32. The above said process is shown in Fig. 3.2 to 3.5.

![Fig. 3.2 Colour image from COIL 100 dataset](image)
![Fig. 3.3 Greyscale image of the original image](image)

![Fig. 3.4 Edge detected image using Canny’s edge detection operator](image)

![Fig. 3.5 Edge detected image segmented into 16 segments](image)

IV. EXPERIMENTATION AND RESULTS
The proposed object recognition system is implemented using MATLAB 7.5 and tested with benchmark dataset like COIL 100. The experiment is performed to show the efficiency and accuracy of the proposed object recognition method. The result of the proposed object recognition method is compared with the Radial Basis Function network [1]. To prove the effectiveness of the proposed feature extraction method, the geometrical moment computed for the entire image, Zernike moment and the Legendre moment are used as feature extraction method. The experimentation is conducted to highlight the importance of the proposed feature extraction method and its efficiency while compared to other feature extraction methods.

Once the training feature vector and the test feature vector and training image labels are ready, the k-Nearest Neighbor classification is done. The Euclidean distance metric is used for finding the distance between the training image and test image feature vectors. Once the distance between the first test image feature values and the training feature vector is computed, the distance is sorted and first ‘6’ values are selected and the respective label is obtained. The majority among the first ‘6’ labels is assigned as label for the test image. The process is repeated for the rest of the test images. There is no specific rule for selecting k in k-Nearest Neighbor classification. In this work, the value for k is selected as ‘6’ by conducting several experiments with different k values.

<table>
<thead>
<tr>
<th>Classifier employed</th>
<th>Number of Training Images</th>
<th>% of Recognition for the feature extraction Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-NN</td>
<td>30</td>
<td>Proposed 93 Geometric 81 Zernike 83 Legendre 83</td>
</tr>
</tbody>
</table>
From the Fig. 4.1, and Fig. 4.2, it is shown the proposed feature extraction method outperforms the other traditional method and the k-Nearest Neighbor classifier performs well in classifying the object compared to the Radial Basis Function network. From the experimentation results, it is observed that the performance increases when the number of training images increases, as shown in Table 4.1.

![Graph showing performance comparison between k-NN and RBF with 30 training images](image1)

**Fig. 4.1 Performance of the classifiers with 30 training images for COIL 100 dataset**

![Graph showing performance comparison between k-NN and RBF with 100 training images](image2)

**Fig. 4.2 Performance of the classifiers with 100 training images for COIL 100 dataset**

The efficiency and the performance of the proposed feature extraction is tested by conducting different set of experiments using different number of training images. From the results obtained during experimentation it is observed that the proposed feature extraction performs well in recognition. Also the number of images used for training is of maximum 100 only, so the performance of the k-Nearest Neighbor is efficient. Once the object in the image is identified, the location of the object is calculated by making simple computation over the local parts of the image. The change in intensity in all the local parts is obtained and the location of the object is calculated and stored as location matrix. Once the location matrix is formed, the bounding box is drawn over the test image to indicate the object.

**V. CONCLUSION**

Object recognition system is designed using k-Nearest Neighbor classifier. The classifier was supported by the features generated by the novel feature extraction method. The features are the first 15 Eigen components as an outcome of dimensionality reduction technique over the 112 moment invariant values extracted from the local parts of the image. The efficiency of the proposed feature extraction method is proved by comparing with the traditional feature extraction methods like Geometric moment invariant, Zernike Moment Invariant, and Legendre Moment Invariant. Also to prove the performance of the classifier k-Nearest Neighbour, it is compared with Radial Basis Function neural network. The proposed object recognition system is evaluated with benchmark dataset COIL 100. From the experimentation, it is observed that the proposed object recognition system performs well in recognizing the objects and identifying the location effectively.
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