Abstract—Advertisements on websites are largely unstructured text even though individuals would naturally want to perform structured search over certain attributes of interest for purposes such as purchasing a car, a book or job searching. This paper describes a method for building an information extraction system for on-line Advertisements using various natural language processing techniques, machine learning, named entity recognition along with supervised learning algorithm. The information extracted from these advertisements can be used to perform search over certain attributes of interest.
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I. INTRODUCTION

Information Extraction refers to the automatic extraction of structured information such as entities, relationships between entities, and attributes describing entities from unstructured sources. This enables much richer forms of queries on the abundant unstructured sources than what is possible with keyword searches alone. When structured and unstructured data coexist, information extraction makes it possible to integrate the two types of sources and pose queries spanning them. The extraction of structure from noisy, unstructured sources is a challenging task, that has engaged a veritable community of researchers for over two decades now. With roots in the Natural Language Processing (NLP) community, the topic of structure extraction now engages many different communities spanning machine learning, information retrieval, database, web, and document analysis. Early extraction tasks were concentrated around the identification of named entities, like people and company names and relationship among them from natural language text. Applications such as comparison shopping, and other automatic portal creation applications, lead to a frenzy of research and commercial activity on the topic. As society became more data oriented with easy online access to both structured and unstructured data, new applications of structure extraction came around.

The technological advances have brought us the possibility to access large amounts of textual information, either in the Internet or in specialised collections. However, people cannot read and digest this information any faster than before. In order to make it useful, it is often required to put this information in some sort of structured format. The information extraction (IE) technology is concerned with structuring the relevant information from a text of a given domain. In other words, the goal of an IE system is to find and link the relevant information while ignoring the extraneous and irrelevant one[6]. The research and development in IE have been mainly motivated by the Message Understanding Conferences (MUC). The web is a perfect publication forum for advertisements (ads for short), since ads websites (allow sellers to) post ads for potential buyers worldwide who can freely access archived and newly-created ads any time and anywhere, which cannot be provided by any traditional publication media. According to a report from eMarketer(.com), on-line advertising surpassed newspaper marketing in 2010 and the margin is widened in 2011, which indicates that on-line ads are popular and proliferating.

The proposed work is motivated by the fact that advertisements posted in a public bulletin board such as Craiglist, Ebay tend to be largely unstructured. The primary reason is that users are not required to post advertisements in strict structured format. Even with a search system, such heterogeneity of the web advertisements places cognition load for users to find information of their interest. By extracting structured information, it will be able to reduce users search time as well as to improve search performance. The aim of the proposed work is to design, implement and verify a system for structured information extraction from advertisements. For the domain of Craiglist Books advertisements, this work is aimed to choose appropriate attributes for the books and extract these attributes by choosing suitable NLP techniques. This work describes a method for building an information extraction system using various natural language processing techniques including machine learning, named entity recognition along with supervised learning algorithm. The system consists of two modules,

1. The task of the first module, the information extraction module consists of tagging (i.e. labelling) the textual content of the advertisement, in order to identify the information units that have to be extracted. Tagging is achieved by using specialised regular expressions, Named entity recognition and relative position analysis.
2. The task of the second module is to classify advertisements into a priori known classes (Engineering, Science, Management, Story or other). This step is needed to guide the information extraction process. Classification is performed using a naive Bayes classifier.

II. RELATED WORK

Information Extraction (IE) is an active research area in Natural Language Community. The use of machine learning (ML) methods in Information Extraction applications is mainly focused on the automatic acquisition of the extraction patterns. These patterns are used to extract the information relevant to a particular task from each single document of a given collection. There has been a lot of research works going on in the area of Information Extraction. Advertisement Extraction is one level of Information Extraction. In 2005, Alberto Tellez-Valero et al. [1] proposed a general method for building an information extraction system using regular expressions along with supervised learning algorithms. In this method, the extraction decisions are lead by a set of classifiers instead of sophisticated linguistic analyses. The paper also shows a system called TOPO that allows to extract the information related with natural disasters from newspaper articles in Spanish language. In 2003, Aravind Arasu et al. [2] proposed the comparison between different approaches including statistical, rule based IE. It stated that statistical methods can be useful when the training set is available. For developing rules in rule based IE require creating rules which may require a domain expert to find such rules. Also, the rule based systems are faster and more amenable to optimisations. In 1998, Hsu and Dung [12] classified wrappers into 4 distinct categories, including hand-crafted wrappers using general programming languages, specially designed programming languages or tools, heuristic-based wrappers, and WI approaches. Chang followed this taxonomy and compared WI systems from the user point of view and discriminated IE tools based on the degree of automation. They classified IE tools into four distinct categories, including systems that need programmers, systems that need annotation examples, annotation-free systems and semi supervised systems.

Sarawagi classified HTML wrappers into 3 categories according to the kind of extraction tasks [22]. The first category, record-level wrappers, exploits regularities to discover record boundaries and then extract elements of a single list of homogeneous records from a page. The second category, page-level wrappers, extracts elements of multiple kinds of records. Finally, the site-level wrappers populate a database from pages of a Web site. In 2008, Nipun Bhatia et al. [9] proposed a new approach to extracting information from Craigslist auto mobile ads. It shows that auto mobile ads are somewhat more easier to extract than other advertisements. It is for the reason that named entities in such ads are single words, not multiple words. For example, named entities that they used include ‘brand’ and ‘model’ whose instances are ‘Toyota’, ‘Hyundai’ etc.

Extracting information from cooking recipes into a machine interpretable format is described in paper [18]. They worked with semi-structured XML recipe data. The goal was to reduce the preparation steps of a recipe to ACTION, INGREDIENT, UTENSIL groups. Semantic role labelling was the technique used to identify the relations. In 2012, Xiaiqing Zheng et al. [24] proposed an automated information extraction algorithm that can extract the relevant attribute-value pairs from product descriptions across different sites. A notion, called structural-semantic entropy, is used to locate the data of interest on web pages.

III. ADVERTISEMENT EXTRACTION

If one looks into advertisement websites, users are filling most of the important data into body of the advertisements. As the body of the advertisement is just a plain text (see figure 1), it is impossible to filter by such data. Information extraction comes to be helpful with this. Here the task is to create and verify extraction algorithm to gain as many attributes (fields) as possible from the book advertisements.

**Figure 1. Advertisement**

The problem can be characterised as an information extraction task, one where to populate rows in a relational database with values for certain attributes of interest. An information task may be defined as extracting segments of the
text to populate the columns of a database but in this case it would be ideal if we could go beyond this to understand the semantics of some of the attributes; for example, we would like to be able to extract an actual numeric value for the price of a book rather than just the raw text that represents the price in the advertisement. While at first it may seem like this is an easy task, on closer inspection of the advertisements it becomes clear that there are many ambiguities to deal with since the advertisements are not well-formatted and may short forms and acronyms are used.

IV. SYSTEM DESIGN

The proposed system is an information extraction system, that accepts request for book information as user query. The query may be title of a book or part of a book title. Output of the system will be collection of book details from document class library. The query processing is performed with the help of a Bayesian Classifier. The system flow is shown in figure (2 and 3).

The system has following modules:

- Document Collection Module
- Pre processing Module
- Information Extraction Module
- Classifier Learning Module
- Query Processing Module

A. Document Collection and Pre processing

Data set for this work is the book advertisements from one of the famous On-line marketplace Craigslist. 200 ads in HTML file format are downloaded and saved separately. These forms the document collection for the proposed work. Each of these postings were unstructured and the relevant information is contained in title and main body. These HTML pages contains many design elements and also parts of the web page which are not connected to the particular advertisement - commercials, menus, footer text etc. In order to annotate these advertisements, the HTML postings are converted to text. Converting them to text resulted in the loss of HTML tags, however care was maintained to ensure that tags that help recognise the title in these advertisements were not lost. The free tool html2text was used for this purpose.

B. Information Extraction

There are two kinds of approaches usually adopted for the task of information extraction. The first approach is a rule based approach where rules are carefully crafted manually to identify instances of attributes. The second approach is to provide a statistical model with enough training data so that it can learn the rules that are most effective; usually this
approach is successful when ample training data is available. In this work the rule based method is used. In the proposed system, the aim is to extract the features or attributes of a book. The attributes considered are Book Title, Author, Price, Publication, Contact information etc. Here the attributes or candidates are extracted by nlts' regular expressions.

Regular expressions (RE) are well known way how to describe regular language. In all modern programming languages there is an implementation of RE used for pattern matching in operations like searching or replacing the text. In my case I am using RE to find candidate fields for information extraction. The candidates to be extracted may be present in body of the HTML file or may be at Title. 'Title' of the Book commonly present in the advertisements' title. 'Author' extraction is made by use of both rule based and Named Entity Recognition. The 'Author' may be specified separately in the body part of the ads, in such cases here used Regular Expression to extract the 'Author' information. In other case NLTK's Named Entity Recogniser will extract the details. To use NER, first the sentence is tokenised. After tokenising, POS tagging for each token is performed. Then using nlkt.ne_chunk module named entities are identified.

'Publisher', 'Edition' are identify using nlkt.re module. 'Contact' is another parameter where RE is used. The pattern is more complicated (contact can be phone number or e-mail).

\( [0 - 9][9, 12] \)
\( (\forall n)[0, 1]((0 - 9)[2, 3])[3, 5] \)
\( [A \ \& \ s@.] + ([\\&] A \ \& s@\&])\{1, 3 \}

The RE consists of three parts joined by(|) junction, the first part for the phone number with no spaces, the second part for the phone number with spaces between the groups of two or three numbers and finally the last part for the e-mail address.

Regular expression for price is:

\( \S + (\S+)\)?

Extraction of price is a challenging task. For example, Figure 4. shows two prices mentioned in the advertisement related to different options for buying but only one of these is the true price of the book for sale. This is an example of the ambiguities that may arise while extracting the price. Figure 4 is another example showing another challenge in the price.

![Figure 4. ambiguity in prices](image)

The RE identifies all price values presented in the advertisement. Sometimes there may be more than one price in the advertisement. In such cases the actual price is identified by taking the previous two tokens of the identified price.

C. Classifier Learning

The proposed system uses a Bayesian classifier to perform the classification of the user query. As is the case with all degenerative classifiers, the classifier is first trained on a corpus. The downloaded HTML training corpus was first converted to text files. It was then annotated using the selected attribute values. Care was taken to extract the attributes from body and title. Using the title and body training data the the classifier was trained.

Bayesian classifier, as discussed earlier is a general class of feature based classifier. The important aspect of these classifier is the independent assumption. Bag of words assumption was taken to collect features from the training data. The classifier takes the structured information extracted from the downloaded advertisements to classify the user query to one of previously defined document classes. To achieve the goal, the title of the each extracted document is tokenised using a word punctuation tokeniser. Then bi-gram collection is calculated by using a nltk collocation bi-gram finder. Most commonly occurring bi-grams are taken as the feature.
D. User Query Processing

The user request for book details are entered through the GUI which is created using python Tkinter module. The query is fed to the Bayesian classifier as test data. The classifier will collect the features from the query and classifies the query to one of the predefined document classes. The class to which the query belongs in the document class library is searched and corresponding book details are displayed through the GUI.

V. RESULT AND OBSERVATION

Many different measures for evaluating the performance of information retrieval systems have been proposed. The measures require a collection of documents and a query. All common measures described here assume a ground truth notion of relevancy: every document is known to be either relevant or non-relevant to a particular query. In practice queries may be ill-posed and there may be different shades of relevancy.

The proposed system is an attempt to implement information extraction from On-line advertisements. Data set contains 200 advertisements on Book are downloaded from Craiglist site. To evaluate this system, Precision and Recall are used as evaluation metrics.

Precision is the fraction of the documents retrieved that are relevant to the user’s information need.

\[
\text{precision} = \frac{|\{\text{relevant documents} \cap \{\text{retrieved documents} \}|}{|\{\text{retrieved documents} \}|}
\]

Recall is the fraction of the documents that are relevant to the query that are successfully retrieved.

\[
\text{recall} = \frac{|\{\text{relevant documents} \cap \{\text{retrieved documents} \}|}{|\{\text{relevant documents} \}|}
\]

To evaluate the Extractor, 200 documents are given to the extractor as input, 90% correct output was produced for all the attributes except 'Author' information. For the author information the extractor provides 80% correct output. To evaluate the Classifier the document collection is divided into two sets, test set and training set. 100 documents are selected as test set and remaining is as training set. Initially 20 queries are taken as test set and training set contains 50 documents. 42 queries are classified correctly. The evaluation is performed many times by increasing the size of the document collection. The table 1: shows the performance of the overall system in terms of Recall.

<table>
<thead>
<tr>
<th>Number of documents</th>
<th>Number of queries</th>
<th>Correct answers</th>
<th>Recall in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>50</td>
<td>42</td>
<td>84</td>
</tr>
<tr>
<td>30</td>
<td>50</td>
<td>41</td>
<td>82</td>
</tr>
<tr>
<td>80</td>
<td>50</td>
<td>41</td>
<td>82</td>
</tr>
</tbody>
</table>

VI. CONCLUSION AND FUTURE WORKS

The proposed system is an attempt to design a system for structured information extraction from On-line advertisements. The system is a working system that applies NLP techniques to the real world problem of extracting meaningful features from Craigslist Book postings. The information present in the advertisements are unstructured or semi structured. This work uses regular expressions to find candidates for extraction instead of generalisation patterns. Named Entity Recognition is also used to extract some of the features. Bayesian classifier approach is used to classify the user request to one of the predefined document classes and the system will try search the document class to which the request belongs to extract book details. The system explained here could extract information from advertisements on single book. The system not tried to extract GENERIC TITLE, that is advertisement that meant for more than one book for example Children story books are available for sale.

It would be interesting to use deeper semantic elements of the postings to discover the useful information. An obvious future work would be using large training data. The system presented here only focuses on Craiglists Books advertisements. Another future work is Scaling the system to a generic domain.
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