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Abstract - Cloud computing is a new model of computing while enables people to store hug amount of data besides providing other services in pay per use fashion. The data is stored in multiple servers. However, storing data in a cloud server causes security concerns among the users of cloud as the servers are treated untrusted and accessed through public network such as Internet. For security reasons encryption techniques can be used but that causes overhead on the system and performance gets degraded besides having restrictions on data dynamics. For this reason developing a secure storage system for cloud that supports data dynamics and provide fool proof security is a challenging task. Many techniques came into existence. Some techniques are related to cryptography while others are related to auditing and data integrity. But still a more secure storage system is desired. In [1] a threshold proxy re-encryption scheme and decentralized erasure codes are used to secure data of the cloud users. It makes use of storage and security servers for storing data and keys respectively. Though it is efficient in secure storage and provides facilities like retrieval and forwarding there is communication and consistency concern across servers. This paper proposes a timestamp based solution that extends the techniques proposed in [1] in order to make it more secure and robust to inherent inconsistencies. The empirical results reveal that the proposed timestamp based improvement over threshold proxy re-encryption is robust.
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I. Introduction

Due to technological innovations such as virtualization and cloud computing it is possible to avail state of the art services without making capital investment. Those services can be availed through Internet in Pay per Use fashion. This has led to dramatic changes in the way data is stored and processed. The cloud has become a reality and there are many service providers who are providing the basic cloud services such as Infrastructure as a Service (IaaS), Software as a Service (SaaS), and Platform as a Service (PaaS). The new model of computing has made the world to see different way in storing and processing huge amount of business data. Cloud has become a viable technology due to virtualization. However, to store data in cloud servers cause security concerns as they are maintained by third parties. Due to this problem, the cloud usage might be reduced or not increased as expected. This paper focuses on improving the cloud storage system proposed in [1] further to make it more secure and robust besides ensuring confidentiality and secure data dynamics. As robustness of data is paramount important aspect in cloud storage systems, many systems came into existence. Some of them are described here. One technique is to make a replica of data in multiple servers. This technique is sound as there are many servers and even one server is sufficient in order to get data. Another way is to use erasure coding where given message is encoded into code words. Even when some servers fail in storage, the data is safe and secure. However, it makes a tradeoff between the threshold of failure servers and storage size. Thus a decentralized erasure code is very useful in cloud storage systems.

When it comes to data confidentiality, it is a serious security concern over cloud storage. Cryptographic methods were used in securing data in such cases. However, cryptographic methods make some restrictions of data storage and data dynamics. There are some problems in this approach. First of all there is most computation and communication traffic required between user and storage servers. The second problem is that the management of cryptographic keys. In this case when key server is compromised, security is lost. And the last problem is that servers in this case can’t support other functions such as forwarding data to other users which has to be done by the data owner himself.

This paper is based on the work done in [1] which addressed the problem of storing data, retrieving data and forwarding data securely. For this it makes use of two kinds of servers namely storage servers and key servers. As the name implies, the storage servers are meant for storing data while the key servers are meant for storing keys related to security. And the servers are distributed in nature. Storing keys in a single server or device is not safe. For this reason it provides provisions to distributed keys to multiple key servers which are highly protected through security mechanisms. The threshold proxy re-encryptions scheme is integrated with secure distributed storage and key servers. The encryption scheme also supports operations on messages which have been encrypted besides forwarding operation.
This paper improves the secure storage system presented in [1] to make it more robust. It brings about perfect cooperation among the storage and key servers using time-stamp based integration. The operations such as data storage and data forwarding perfectly even in the presence of communication problems among servers with the help of timestamp based scheme. The rest of the paper is structured into some sections. Section II reviews literature on cloud storage security. Section III provides the overview of the proposed system including a brief introduction to the concepts of [1]. Section IV provides details of implementation and evaluation while section V concludes this paper.

II. Related Work

This section provides review of literature pertaining to distributed storage systems, proxy re-encryption schemes and integrity checking functionalities. With respect to distributed storage systems different file systems were proposed. For instance Network File System [2] and Network – Attached Storage [3] came into existence initially. These systems exhibit decentralized storage facility for good scalability. Many techniques came into existence for making the data storage robust including replica management. Later on many improvements on them came into existence with features such as security, efficiency, robustness, and scalability [4], [5].

There was lot of research into erasure codes for secure storage in a distributed environment especially. The findings in [6], [7], [8], [9] and [10] are summarized here. When data owner wants to store data, the message in encoded as a codeword. The code word is nothing but a vector of symbols and each server stores a symbol. The failure of any storage server is represented as an erasure error. While retrieving the data, each server combines the data linearly and the final message is returned. Though the security and retrieval probability is higher, the communication cost is also higher. However, data confidentiality is still not guaranteed when attacker compromises storage servers. This issue was addressed by Lin and Tzeng [11] by implementing a secure erasure code based solution in a decentralized fashion which makes use of key servers as well in addition to storage servers.

In [12] and [13] proxy re-encryption schemes were proposed. In this scheme a cipher text can be transferred by a proxy server with a public key to new user through re-encryption process. While making transformations, the server does not know the plain text. With respect to sharing function Ateniese et al. in [14] proposed another such scheme where messages are encrypted and stored in servers. When user is willing to share his data, he has to send a re-encryption key to server. The encrypted message gets re-encrypted by the storage server. Thus it ensures data confidentiality. Tang [15] proposed a type-based proxy re-encryption scheme which provides better control over the right bestowed on re-encryption key. This allows users to choose the kind of message before applying the scheme. Another kind of re-encryption scheme was proposed in [16] by name key-private proxy re-encryption scheme where the server can’t find the identity of the recipient. However, a common aspect in all the schemes is that they are without the concept of pairing [17]. With regard to integrity checking it is essential in cloud storage. When data is stored, retrieved, forwarded and modified, the data integrity has to be verified. There are many researches in this area. For instance in [18], [19] and [20] the notion of proof of storage is used while in [21] and [22] provable data procession is used. However, all these techniques treat the messages in plaintext. The proposed system in this paper improves the scheme presented [1] further to focus on communication concerns among the cloud servers for robust data storage, retrieval and forwarding.

III. The Proposed System

The proposed cloud storage system is meant for secure data storage, retrieval and forwarding. The encryption, erasure codes and proxy re-encryption and partial decryption concepts are used here besides the timestamp based solution to overcome the communication concerns across the servers. The proposed system is an enhancement over [1] whose broad outline is presented in figure 1. It shows schematic representation consisting of storage servers and key servers. The storage servers are meant for storing data while the key servers are meant for storing security keys.

As seen in fig. 1, it is evident that there are two types of servers. The servers who name ends with “*” are storage servers while the servers whose name ends with “**” are key servers. As the name implies, the storage servers are meant for storing data while the key servers are meant for storing security keys. Both the kinds of servers are distributed in nature in order to ensure confidentiality. The four phases of the proposed system are SETUP, data retrieval, data storage, data forwarding.
Setup
In this phase system parameters are set by system manager. Then a public-secret key pair is assigned to every user. User A sends his secret key to Key Server in such a way that the key is stored in key server and associated with that user.

Data Storage
In this phase data is saved to cloud by data owners or users. User A wants to save a file to cloud. Then he will break the file into multiple blocks and then each block is encrypted. The encrypted blocks are then sent to multiple storage servers. Once the cipher text is received, each storage server combines the cipher text linearly and converts that into a codeword symbols before being stored. The number of message blocks is known to storage servers in advance.

Data Forwarding
In this phase a user can forward his data to other user securely. User A encrypts data using his secret key and B’s public key order to compute a re-encryption key. Then the re-encryption key is sent to all storage servers for further use. This key is used by storage servers to encrypt the code words stored in them. The encrypted data is sent to B. The re-encryption key in storage server helps it to process future forward requests from B. The code word symbol which has been re-encrypted is made up of all cipher texts encrypted using public key of B. Thus the codeword symbols are of two types now. They are original codeword which is intact and the re-encrypted codeword.

Data Retrieval
In this phase user A sends request to storage servers for data. The data which has been stored by the user or forwarded to him can be requested. Then user A also sends data retrieval request to key servers. After authenticating user, the key servers request storage servers for corresponding code words and does partial decryption on each and every codeword received. The decryption is done using the key share saved in key servers. Then the partially decrypted code words are combined in order to get original message. The user receives original content. More details on these four phases can be found in [1].

Fault Tolerance
When there is a failure of any storage server for any reason, a new storage server is added into the cloud and that will linearly combine all code words storage in all storage servers by requesting them. Afterwards, steps are taken in order to recover the failed server.

IV. Implementation and Evaluation
This section provides the implementation details. The basic implementation of setup, data storage, data forwarding and data retrieval are similar to [1]. However, the timestamp based cooperation among the servers is described here. Apart from the decentralized storage and security, the proposed system is making use of timestamp based coordination among servers in order to make the cloud storage system more robust. The two aspects considered for developing such scheme include fair request handling and system wide data consistency. Due to communication delays in servers, it may result in data inconstancies. This is overcome using the new timestamp based solution.

The time stamp based solution needs a global timestamp which is used by all storage and key servers for maintaining consistency. This is because the storage and retrieval operations involve multiple storage and key servers. To bring about robust cooperation among them, each operation is timestamped and the proposed scheme ensures that the individual operations are carried out in each server by monitoring the operations. When first server starts the storage operation, the distributed storage system has to ensure that the storage continues in all the servers as described in data storage section. The timestamp based monitoring helps in achieving this. The same is required while retrieving data as well. Data has to be collected from multiple servers. To ensure integrity and consistency the timestamp based retrieval process is used. The empirical results revealed that, the proposed system is more robust.

V. Conclusion
This paper presents a cloud storage security scheme based on timestamp based coordination which is an improvement over the scheme presented in [1] which proposed erasure codes and thresholdproxy re-encryption scheme for supporting secure storage with encoding, forwarding and decryption operations in a distributed fashion. The proposed scheme provides more robust cloud storage system. The storage servers and key servers are meant for storing data and security keys respectively. However, the communication concerns over the servers are addressed in this paper by using a timestamp based scheme which improves the threshold proxy re-encryption scheme. The results reveal that the proposed storage scheme for cloud is more robust.
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