Abstract—Clustering the case of non-axis-aligned subspaces and detection of outliers is a major challenge due to the curse of dimensionality. The normal clustering was efficient in axis-aligned subspaces only. To solve this problem, projective clustering has been defined as an extension to traditional clustering that attempts to find projected clusters in subsets of the dimensions of a data space. A projective clustering is proposed for Outlier Detection in High Dimensional Dataset that discovers the detection of possible outliers and non-axis—aligned subspaces in a data set and to build a robust initial condition for the clustering algorithm. Fuzzy Logic is mainly used to find the empty space. In model-based methods, data are thought of as originating from various possible sources, which are typically modelled by Gaussian mixture.
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I. Introduction

In model-based methods, data are thought of as originating from various possible sources, which are typically, modelled by Gaussian mixture [3], [4], [5]. The goal is to identify the generating mixture of Gaussians, that is, the nature of each Gaussian source, with its mean and covariance. Examples include the classical k-means [1], [2] and its variants. However, such methods would suffer from the curse of dimensionality problem for high dimensional data [6]. Many types of real-world data, such as the documents represented in the Vector Space Model (VSM) used in text mining and the microarray gene expression data of bioinformatics, consist of very high dimensional features. The data are inherently sparse in high-dimensional spaces [7], [8], making the Gaussian function inappropriate in this case.

In other words, most of the volume of a Gaussian function is contained in the tails instead of near the center in high-dimensional space: the so-called “empty space phenomenon” [7]. A non-axis-aligned subspace cluster S is a pair (R, W), where R = {r1, r2, . . . , rm} is a subset of the rows and W is a collection of vectors {w1, w2, . . . , wD}, where wi 2 Rp. The vectors in W form a basis for an arbitrary subspace of the original p-dimensional data space. We use W also to denote this subspace. Naturally, an axis-aligned subspace cluster is a special case of a non-axis aligned subspace cluster. In the case of an axis-aligned subspace cluster, W is a subset of the original basis vectors {e1, e2, . . . , ep}, where e1 = (1 0 0 . . . 0), e2 = (0 1 0 . . . 0), etc. A non-axis-aligned subspace clustering S is a collection {S1, S2, . . . , SK} of K non-axis aligned subspace clusters. The algorithms ORCLUS, KSM, and 4C produce these kinds of clusterings. Non-axis-aligned subspace clustering is a generalization of feature extraction; instead of defining a single set of features for the whole data.

II. Literature Survey

L. Chen et al proposed a Clustering high dimensional data is a big challenge in data mining due to the curse of dimensionality [2]. To solve this problem, projective clustering has been defined as an extension of traditional clustering that seeks to find projected clusters in subsets of dimensions of a data space. In this project, the problem of modeling projected clusters is first discussed, and an extended Gaussian model is proposed. Second, a general objective criterion used with k-means type projective clustering is presented based on the model. Finally, the expressions to learn model parameters are derived and then used in a new algorithm named FPC to perform fuzzy clustering on high dimensional data. The experimental results on document clustering show the effectiveness of the proposed clustering model.

III. Related Works

A. Analysis of high dimensional data

Transferring a group of data from one location to another. In that analysis a destination folder capacity to receive data from the sender. The data set in a smaller number of new dimensions created via linear combination of the original attributes, while feature selection methods select only the most relevant attributes for the clustering task. Because these traditional techniques are performed in the entire data space, they may encounter difficulties when clusters are found in different subspaces. Two related terms occur in the literature: subspace clustering and projective clustering.
B. Probability Model

It is important to note that the Gaussian mixture is a fundamental hypothesis that many model-based clustering algorithms make regarding the data distribution model. In this case, data points are thought of as originating from various possible sources, and the data from each particular source is modelled by a Gaussian.

C. Optimization method

In optimization method mainly used to optimize the free empty space in local PC. To achieve a local minimum of the objective function, the usual method is to use the partial optimization for each parameter in the function.

D. Efficiency of Model based algorithm

To performs projective clustering by minimizing the objective function. Model predictive control which advances method of process control in data transfer between sender and receiver.

E. Evaluation with real-world datasets
Transfer a data from one mobile to another, if receiver mobile has less memory capacity and the remaining data will automatically stored in their phone memory.

F. Architecture Overview

IV. Experimental Results

Six clustering algorithms, OUTLIER, PROCLUS, EWKM, LAC, FSC, and FWKM, were tested on the real world data sets. Since FCM and Fuzzy-FWKM are not projective clustering algorithms, we left them out of this set of experiments. The performances of the algorithms were measured in terms of FScore.

A. Proposed method

Clustering the case of non-axis-aligned subspaces and detection of outliers is a major challenge due to the curse of dimensionality. The first contribution is the proposal of a probability model to describe projected clusters in a high-dimensional space. A model-based algorithm for fuzzy projective clustering that discovers clusters with overlapping boundaries in various projected subspaces. To extend MPC in the case of non-axis-aligned subspaces. Another interesting extension would be for the detection of possible outliers in a data set. The computational expressions for calculating the optimal values of the parameters automatically and save the information without any damage. The experiments were conducted on synthetic data sets, UCI data sets, and email corpora widely used in real-world applications and the results show the effectiveness of outlier. There are many directions that are clearly of interest for future exploration. One avenue of further study is to extend outlier to the case of non-axis-aligned subspaces.

B. Average vpc of the three fuzzy clustering algorithms

Average FScore of the algorithms, with increment of variances on the relevant dimensions algorithms choose their initial cluster centers via some random selection methods, and thus the clustering results may vary depending on the initialization.

V. Conclusion

In this paper, the problem of providing a probability model to describe projected clusters in high dimensional data. This problem becomes difficult due to high-dimensional data and the fact that only a small number of the dimensions may be considered in the clustering process. This will be proposed an extended Gaussian model which meets the general requirements of projective clustering well. It also derived an objective clustering criterion based on the model, allowing the use of a k-means type paradigm. Outlier to the case of non-axis-aligned subspaces. Another interesting extension would be for the detection of possible outliers in a data set. Our future efforts will also be directed toward developing techniques to build a robust initial condition for the clustering algorithm. the Ling-Spam data set, the maximal FScore of LAC was large (0.98), but the average FScore was only 0.88 and the standard deviation reached 0.10. In general, outlier
is more robust than the other algorithms. This can be explained by the observation of Jain et al. that fuzzy clustering is usually better than hard clustering at avoiding local minima.
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