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Abstract—Software reliability is the most important aspect of any software. The quality of a computer system tends to be greatly dependent on software, and is gaining in the importance of software reliability. Software Reliability is the ability of software to function under given environmental conditions for particular amount of time by taking into account all precisions of the software. Markov Model is used to represent the architecture of the software & provides a mean for analyzing the reliability of software. It is a mathematical system consisting of finite no of possible states that undergoes transition from one state to another state. The Markov Model assumes that future is independent of the past given the present i.e. the probability of transitioning from some state i to another state j depends only on the current state i not on the sequence of events that preceded it. In this paper we discussed how Markov Mode of software is drawn, its application and how it is used for estimating the reliability of software.
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I. Introduction To Markov Model

The main function of most equipment and system depend more and more on software with the development of computer and information technology, but low reliability of software place a serious constraint on wide application of software, even lead to some disastrous result. Markov Model is used to represent the architecture of the software & provides a mean for analyzing the reliability of software “A Markov Model is a mathematical system that undergoes transitions from one state to another, between a finite or countable number of possible states. It is a random process usually characterized as memory less: the next state depends only on the current state and not on the sequence of events that preceded it” [1]. By using Markov Model a statistical model of software is drawn wherein each possible use of the software has an associated probability of occurrence. Test cases are drawn from the sample population of possible uses according to the sample distribution and run against the software under test. Various statistics of interest, such as the estimated failure rate and mean time to failure of the software are computed.

A sample three state Markov Model

![Figure 1 Markov Model](image)

A usage model for a software system consists of states, i.e., externally visible modes of operation that must be maintained in order to predict the application of all system inputs, and state transitions that are labelled with system inputs and transition probabilities. To determine the state set, one must consider each input and the information necessary to apply that input. It may be that certain software modes cause an input to become more or less probable (or even illegal). Such a mode represents a state or set of states in the usage chain. Once the states are identified, we establish a start state, a terminate state, and draw a state transition diagram by considering the effect of each input from each of the identified states. The Markov chain is completely defined when transition probabilities are established that represent the best estimate of real usage.
Advantages of using Markov Model

- **Simplistic Modeling Approach:** Markov Models are simple to generate.
- **Redundancy Management Techniques:** System reconfiguration required by failures is easily incorporated in the model.
- **Coverage:** Covered and uncovered failures of components are mutually exclusive events.
- **Complex Systems:** Many simplifying techniques exit which allow the modeling of complex systems.
- **Sequenced Events:** It allow computing of an event resulting from a sequence of sub events.

Disadvantage of Markov Model

The major drawback of Markov Model is the explosion of number of states as the size of system increases. The resulting models are large & complicated.

II. Types of Markov Model

The most common Markov models and their relationships are summarized in the following table [3]:

<table>
<thead>
<tr>
<th>System state is fully observable</th>
<th>System state is partially observable</th>
</tr>
</thead>
<tbody>
<tr>
<td>System is autonomous</td>
<td>Markov Chain</td>
</tr>
<tr>
<td>System is controlled</td>
<td>Hidden Markov Model</td>
</tr>
<tr>
<td></td>
<td>Markov Decision Process</td>
</tr>
<tr>
<td></td>
<td>Partially observable Markov Decision Process</td>
</tr>
</tbody>
</table>

- **Markov Chain:** The simplest Markov model is the Markov chain. It models the state of a system with a random variable that changes through time. In this context, the Markov property suggests that the distribution for this variable depends only on the distribution of the previous state.
- **Hidden Markov Model:** A hidden Markov model is a Markov chain for which the state is only partially observable. In other words, observations are related to the state of the system, but they are typically insufficient to precisely determine the state.
- **Markov Decision Process:** A Markov decision process is a Markov chain in which state transitions depend on the current state and an action vector that is applied to the system. Typically, a Markov decision process is used to compute a policy of actions that will maximize some utility with respect to expected rewards.
- **Partially Observable Markov Decision Process:** A partially observable Markov decision process (POMDP) is a Markov decision process in which the state of the system is only partially observed. POMDPs are known to be NP complete, but recent approximation techniques have made them useful for a variety of applications, such as controlling simple agents or robots.

III. Software Reliability

Software Reliability is defined as the ability of software to function under given environmental conditions for particular amount of time by taking into account all precisions of the software [4].

**Software reliability testing:**

Software Reliability Testing is one of the testing field, which deals with checking the ability of software to function under given environmental conditions for particular amount of time by taking into account all precisions of the software. In Software Reliability Testing, the problems are discovered regarding the software design and functionality and the assurance is given that the system meets all requirements. Software Reliability is the probability that software will work properly in specified environment and for given time.

Probability = Number of cases when we find failure / Total number of cases under consideration

Using this formula, failure probability is calculated by testing a sample of all available input states. The set of all possible input states is called as input space. To find reliability of software, we need to find output space from given input space and software.

**Objective of reliability testing**

The main objective of the reliability testing is to test the performance of the software under given conditions without any type of corrective measure with known fixed procedures.

**Secondary objectives**

1. To find perceptual structure of repeating failures.
2. To find the number of failures occurring in specified amount of time.
3. To find the mean life of the software.
4. To know the main cause of failure.
5. After taking preventive actions checking the performance of different units of software.

**Need of reliability testing**

Software reliability is the most important aspect of any software. To improve the performance of software product and software development process through assessment of reliability is required. Reliability testing is of great use for software managers and software practitioners. Thus ultimately testing reliability of software is important.
Reliability metrics

Rate of Occurrence Of Failure (ROCOF) ROCOF measures the frequency of occurrence of failures. ROCOF measure of a software product can be obtained by observing the behaviour of a software product in operation over a specific time interval and then calculating the ROCOF value as the ratio of the total number of failures observed and the duration of observation.

Mean Time To Failure (MTTF) MTTF is the average time between two successive failures. To measure MTTF we can record the failure data for n failures. Let the failures occur at the time instants t_i, t_{i+1}, t_2, ..., t_n. Then MTTF can be calculated as

\[ \text{MTTF} = \sum_{i=1}^{n} t_{i+1} - t_i \]

Mean Time To Repair (MTTR) one failure occurs, some time is required to fix the error. MTTR measures the average time it takes to track the error causing the failure and to fix them.

Mean Time Between Failure (MTBF) The MTTF and MTTR metrics can be combined to get MTBF metric:

\[ \text{MTBF} = \text{MTTF} + \text{MTTR} \]

Probability Of Failure On Demand (POFOD) is the likelihood of the system failing when a service request is made.

Availability Availability of a system is a measure of how likely would the system be available for use over a given period of time

\[ \text{Availability} = \frac{\text{MTTF}}{\text{MTTF} + \text{MTTR}} \times 100\% \]

IV. TESTING PROCESS

The typical process followed when performing statistical testing is presented in Figure 3.

- **Get Specification**: Some form of a specification detailing the correct behaviour of the software is needed to develop the usage model. The correct behaviour of the software may be defined by a formal specification, requirements documentation, user’s manual, or a predecessor system.

- **Develop Model Structure**: The states of use and arcs connecting the states are identified. In current practice this stage is manual, i.e., the structure of the usage model cannot be derived automatically from a specification or other artefact. However, work is in progress to show how to derive the model structure from a sequence-based specification of the software.

**Testing Process**

![Testing Process Diagram](image-url)
• **Assign Probabilities:** The state transition probabilities of the usage model are assigned. The probabilities may be assigned manually or they may be represented as a set of constraints and automatically calculated to satisfy some testing goal.

• **Verify and Analyze Model:** Analytical results are calculated to aid in test planning and verifying that the model properly represents the expected use of the software.

• **Run Non-Random Tests:** Non-random test cases are crafted or generated from the usage model and then executed on the software under test. Examples of non-random tests currently being used are hand crafted tests, test cases generated in order of probability of occurrence, and test cases generated to cover all arcs in the usage model in the minimum number of testing steps. Non-random tests may be run to satisfy contractual obligations, explore a particular use of the software, help validate the usage model and test facility, or determine whether the software is stable enough for full scale testing. Current practice does not include use of non-random tests in reliability estimation.

• **Estimate Reliability:** The testing record containing information as to which tests were run and where failures were observed in the test cases is used to estimate the reliability of the software.

• **Decide Whether to Stop Testing:** The testing record is evaluated to determine whether testing should continue or stop.

• **Stop and Report Results:** After testing is finished the test results may be used for a number of purposes, such as deciding whether to release the product, evaluating whether the software development process is under control, or evaluating the performance of a new piece of technology used in the product.

V. WORK DONE

Ambuj Goyal *et al.* [5] presented a unified framework for simulating Markovian models of highly dependable systems. They used a variance reduction technique called Importance Sampling to speed up the simulation by many orders of magnitude over standard simulation. This technique was combined very effectively with regenerative simulation to estimate measures such as steady state availability and mean time to failure. Moreover, it was combined with conditional Monte Carlo methods to quickly estimate transient measures such as reliability, expected interval availability, and the distribution of interval availability. This paper shown that importance sampling may be fruitfully applied in conjunction with a variance reduction method known as conditioning which made the stochastic behaviour of the time spent in the fully operational state was easy to calculate.

James A. Whittaker *et al.* [6] described in detail the usage analysis and inference procedure including various computations on the ensuing Markov chains. Stopping criteria were developed and a discrete software reliability model was presented. The certification for the Cleanroom methodology was performed by used a stochastic model. Software usage was modelled by a finite state Markov chain. The Markov Chain was used as a test case generator and computed analytical descriptions of the sequences. These computations were allowed for a thorough analysis of expected usage patterns. A second Markov chain was initialized and allowed to evolve according to the results of the test cases those were applied on the software. This second chain was used to compute stopping criteria based upon the testing process reached to a steady state & also described how it was used for computing the reliability and the MTBF of the software.

James A. Whittaker *et al.* [7] described a method for statistical testing based on a Markov chain model of software usage. Firstly it described the construction of a Markov chain as a sequence generator for statistical testing & shown how analytical results associated with Markov chains can aid in test planning. Secondly it described the construction of second order Markov chain that encapsulated the history of the test & included any observed failure information. The influence of the failures was assessed through analytical computations on that chain. Then derived a stopping criterion for the testing process based on a comparison of the sequence generating properties of the two chains. The analysis of the testing chain was done in this paper was intended as a supplement to the many reliability models that existed in the literature. The testing chain discussed in this paper represented a new perspective on test data.

Alberto Avritzer *et al.* [8] presented three algorithms for automatically generating test suites to test the resource allocation behaviour of software systems that were modelled by Markov chains. A tool was built that does the automatic test suite generation and used it to generate suites for five large industrial software telecommunication systems. This paper also introduced a new approach for software reliability that was used to assess software that has been tested by using load testing algorithms, and applied that to assess the reliability of the five industrial systems. The initial results were extremely encouraging, with projects reporting the detection of serious program faults that would not have been detected until field release, had these algorithms not been used but the reliability notion described in that paper were used to guide the user in the assessment of the severity of observed failures.

Katerina Goseva-Popstojanova *et al.* [9] proposed the software reliability modelling framework that considered the phenomena of failure correlation and studied its effects on the software reliability measures. The important property of the developed Markov renewal modelling approach was its flexibility. It was allowed the construction of the software reliability model in both discrete time and continuous time, and the analysis was based on Markov chain theory or Thus, the modelled approach was an important step toward more consistent and realistic modelling of software reliability.
It was related to existing software reliability growth models. Many input-domain and time-domain models can be derived as special cases under the assumption of failure $s$-independence. It was shown that the classical software reliability theory can be extended to consider a sequence of possibly $s$-dependent software runs, via, failure correlation.

Chaitanya Kallelpalli et al. [10] developed an approach for statistical Web testing and reliability analysis supported by automated information extraction from existing Web logs. The general model used was the Unified Markov Model. Existing tools and newly developed utility programs were used to support the construction of UMM and the related reliability analyses. Existing tools were used to extract usage information. The additional effort was done only for the implementation of proposed approach to a reasonable level. The combination of existing tools and newly developed utility programs gave a comprehensive yet inexpensive alternative to the automated support of the proposed approach. This approach has been applied to analyze the log files of the Web pages & a study was also carried out to evaluate the hypothetical effectiveness of their statistical Web testing strategy.

Jayant Rajgopal et al. [11] proposed a procedure that used Markovian model for assessing the reliability of software that was decomposed into a finite no. of modules. Markovian model was used for the transfer of control between modules in order to develop the system reliability expression in terms of module reliabilities. An operational test procedure was considered in which only the individual modules were tested & system was considered acceptable if, and only if, no failures were observed, the minimum no of test required of each module was determined such that probability of accepting a system whose reliability falls below a specified value R_o was less than a specified small fraction $\beta$. This sample size determination problem was formulated as a two-stage mathematical program and an algorithm was developed for solving that problem. Author observed cost of testing were diff from one module to another by using this changed the function of linear program which would now be $\sum c_i k_i$ instead of $\sum k_i$ where $c_i$ was the test cost for module $i$.

Shereef Abu Al-Maati et al. [12] compared dynamic allocation model that dynamically refines allocation of test cases during the reliability testing process with the theoretical optimal model through Monte Carlo simulation. In this paper authors focused on the partition testing strategy which is composed of two phases:
1. A partitioning phase (The partitioning phase focused on dividing the programs input domain) and
2. A test case allocation phase( The test case allocation phase focused on how to distribute the test cases to each partition in such a way as to improve the estimated reliability of the software)
The simulation results presented in this paper indicated that the two stage allocation model performed optimally.

Katerina Goseva-Popstojanova et al. [13] proposed a methodology for uncertainty analysis in architecture-based software reliability models that were suitable for large complex component based applications and applicable throughout the software life cycle. Firstly authors described different approaches to build the architecture based software reliability model and to estimate parameters. Then, they performed uncertainty analysis using the method of moments and Monte Carlo simulation which enabled to study how the uncertainty of parameters propagates in the reliability estimate. Both methods were illustrated on two case studies and compared using several criteria. The uncertainty analysis provided richer measures of software reliability than the traditional point estimate. These measures was used for guiding allocation of testing efforts, made quantitative claims about the quality of the software subjected to different operational usages, and for reliability certification of component-based software systems.

Fenhua Zhen et al. [14] described system test methodology based on the Markov Chain Usage Model for this purpose they presented a framework for transforming the Unified Modelling Language-Sequence Diagram (UML-SD) to the Markov chain whose encoding rule was a kind of Markup language (Markov Chain Markup Language-MCML). Then, the statistical software testing based project-Markov Test Logic (MaTeLo), together with those technologies that used in MaTeLo was introduced in this paper. The algorithm for translating UML-SD into Markov chain usage model (MCUM) and its corresponding tool implementation was denoted in this paper. The algorithm presented in this paper provide a graphic view of the MCUM & this algo made the generation of test cases based on the MCML files quite straightforward.

Jiong Yan et al. [15] presented a method to generate the usage model from real-time software UML models. Firstly authors defined the reasonably constrained real-time software UML artefacts, which included use case diagrams, timed sequence diagrams and the execution probability of each sequence diagram in its use case. Secondly author presented a method that derived the software usage model from the constrained UML artefacts. The distinguished feature was the incorporation of timing constraints in the sequence diagrams. With the additional descriptions of timing constraints and statistical testing constraints in UML models, this method can generated the corresponding Markov chain usage models of the software systems, and facilitated real-time software statistical testing.

Helene Le Guen et al. [16] this paper presented an improved reliability estimation and coverage measure for SUT when Markov chains were used. These measures were implemented in a new tool. Markov chain was used here to represent, as an automaton of the dynamical behaviour of the software. Markov chain is also used to represent the architecture of the software. The reliability approach presented in this paper was employed in two situations. The two situations were the solution proposed by Whittaker’s and the solution proposed by Sayre’s.
The new measures were implemented together with Whittaker’s and Sayre’s approach in a tool (named MaTeLo). The improvements of the implemented tool were:
1. Test cases were randomly generated from a profile.
2. The reliability estimation reflected how much of the usage model was covered.
3. The test cases do not reveal a failure; the reliability was not equal to 1.

Swapna S. Gokhale et al. [17] proposed a unifying framework for state-based models applied to architecture-based software reliability prediction. State-based models used the control graph to represent software architecture, and predicted reliability analytically. To predict the reliability of software they outlined the information necessary for the specification of the state-based models of the software & also proposed a systematic classification scheme for state-based approaches to reliability prediction. The classification scheme was considered three aspects while categorizing the models:
1) The model used to represent the architecture of the application,
2) The model used to represent the failure behaviour of its components, and
3) The solution method.

They placed the existing state-based models in the literature in their appropriate categories according to the above three aspects & then present an exhaustive analysis of those state-based models where the architecture of the application was modelled either as a discrete time Markov chain (DTMC), or a continuous time Markov chain (CTMC). A detailed discussion regarding the input parameters required by each model, and how these parameters may be estimated from the different software artefacts were provided. Depending on the software artefacts available during a given phase of the software life cycle, and the parameters estimated from these artefacts, they provide guidance regarding which model may be appropriate to predict the reliability of an application during each phase of the software life cycle.

Leslie Cheung et al. [18] identified several sources of uncertainties, and illustrated how to incorporate them into reliability modelling framework. The presence of uncertainties, due to the lack of information about a software system, was a major challenge to any architectural-level reliability modelling technique. They tried to solve that problem & then discussed and evaluated how well their component reliability prediction framework proposed in addresses these uncertainties.

Shiyi Xu [19] proposed a new approach called orderly random testing using PDDTS (Predetermined Test Sequence), attempted to make the Semi-Anti-Random Testing Sequence more effective. Random testing was seemed to be inefficient for its random selection of test patterns. Therefore, a new concept of pre-determined distance among test vectors was proposed in this paper to make it more effective in testing. The idea was based on the fact that the larger the distance between two adjacent test vectors in a test sequence, the more the faults were detected by the test vectors. Procedure of constructing such a testing sequence was presented in detail. Experimental evaluating results on hardware circuits have essentially justified the methods presented here. It was also shown that this method could also be efficiently employed in software testing, especially for a large scale of software system but some of theoretical proofs still need to be solicited.

Yi WAN et al. [20] proposed Software reliability analysis Markov model by Markov theory and mathematical statistics principle based on repairable debugging characteristic of software system. If all units that were presented in software repaired to new normal state after fault called repairable debugging characteristics of software in that case system behaviour was able to be described by homogeneous Markov Chain. Software reliability was analyzed by Markov theory. Effective measures based on Markov model were put forward. It was important to reduce software fault and improve operational quality of software. The mathematical statistics principle was combined with Laplace transformation as a result software reliability synthetically analysis model was built and evaluation characteristic parameters were obtained. Availability, reliability and mean time-to-failure were derived in that paper, many results were obtained by actual example analysis. It provided a theoretical basis and new method for reliability design and scientific management of software.

Katerina Goseva-Popstojanova et al. [21] addressed the problem of estimating software reliability when the successive software runs were statistically correlated. First, they generalized their previous work by used higher order Markov chain to model a sequence of dependent software runs. Then they conducted an empirical study for exploring the phenomenon of dependent software runs using three software applications as case studies. Based on two statistical approaches “One based on the difference between the observed and expected frequencies of sequences and the other based on the information theory”, They showed that the outcomes of software runs (i.e., success or failure) for two of the case studies were dependent on the outcome of one or more previous runs, in that cases first or higher order Markov chain models were appropriate. Finally, they estimated the parameters of the appropriate models and discussed their effects of dependent software runs on the estimates of the software reliability.

Jianwen Chen et al. [22] proposed Bounded Monte Carlo Method. It was an improvement upon the basic Monte Carlo Method which can increase the computing accuracy with the help of lower and upper bounds. It was applied to the cases where the lower and upper bounds can be estimated easily before the basic Monte Carlo Method was invoked.
This paper illustrated it in the two examples - computing the number \( \pi \) and computing event probability. These examples were shown that a more accurate result can be obtained with the help of lower and upper bounds. In the Bounded Monte Carlo Method, the basic Monte Carlo Method was repeated many times that increased the cost and time.

Yashodhan Kanoria et al. [23] presented a new technique for statistical static timing analysis (SSTA) based on Markov chain Monte Carlo (MCMC), that allowed fast and accurate estimation of the right-hand tail of the delay distribution.

A “naïve” MCMC approach was inadequate for SSTA. Several modifications and enhancements were presented in this paper that enabled application of MCMC to SSTA.

The new technique was also used for:
1. Yield calculation
2. Critical path identification
3. Shipped-product Quality Loss (SPQL) estimation

Alberto Avritzer et al. [24] proposed an automatic test case generation approach by applied performability theory. Performability theory said that the requirements were specified in terms of a chosen performance metric. The expected response time and the number of tasks executed per time unit (throughput) were the two common metrics. Both the reliability modelling and test case generation approaches that were presented in this paper used the function \( p(n, t) \), the transient value of the probability of program P’s correct execution, for input “n” and time “t”. Two case studies were presented to illustrate their proposed approach. Proposed model-based test case generation approach was used to assess the reliability of large industrial mission-critical systems.

Thanh-Trung Pham et al. [25] presented an approach to predict the reliability of component-based systems. Reliability prediction methods for component-based systems used Markov models were often limited to a model of sequential executions. This approach relaxes these constraints by incorporating error propagation analysis and multiple execution models together consistently. It helps to improve the quality of the system in a cost-effective manner.

Bo Zhou et al. [26] proposed a software random testing scheme based on Markov chain Monte Carlo (MCMC) method for addressing the problem associated with random testing. Random testing (RT) was one of the most classical software testing strategies. Although the RT was quite simple for implementation, it was often argued that RT was inefficient. A probability model was proposed to represent the activities for finding failures in software testing. In experiments, author compared effectiveness of MCMC random testing with both ordinary random testing and adaptive random testing in real program sources. These results provided that MCMC random testing was drastically improved the effectiveness of software testing.

### VI. Conclusion and Future Scope:

Software is an essential component of many safety critical systems. These systems depend on the reliable operation of software components. Software reliability is the probability of fault free operation of software components in a specified period of time in a specified environment. A number of studies have been conducted for measuring reliability of given software as a result a number of analytical models has been introduced. One of them is the Markov Model that utilizes Markov Property & makes use of software architecture which is defined as the set of components, connectors & configurations i.e. it is an architecture based software reliability model. This paper discussed how Markov Model of software is drawn, its application & how it is used for estimating the reliability of software. Future work is:

1. Markov Modeling for web application.
2. Test case construction.
3. Reliability assessment and predictions on test result.
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