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Abstract— Hadoop is a framework for BigData processing in distributed applications. Hadoop cluster is built for running data intensive distributed applications. Hadoop distributed file system is the primary storage area for BigData. MapReduce is a model to aggregate tasks of a job. Task assignment is possible by schedulers. Schedulers guarantee the fair allocation of resources among users. When a user submits a job, it will move to a job queue. From the job queue, job will be divided into tasks and distributed to different nodes. By the proper assignment of tasks, job completion time will reduce. This can ensure better performance of the job. In this paper we study different default and extended task schedulers in Hadoop MapReduce.

Keywords— Hadoop, HDFS, MapReduce, Scheduling, FIFO, Fair, Capacity

I. INTRODUCTION

Apache Hadoop [17] is framework for distributed applications. Doug Cutting is inspired by Google MapReduce and he introduced Hadoop MapReduce for distributed applications. Apache Hadoop mainly deals with BigData processing on distributed environment. Hadoop distributed file system (HDFS) is the storage area in this framework. MapReduce is the technique for BigData processing and analyzing in parallel.

II. LITERATURE SURVEY

Hadoop framework [13][14] is an open source development by Google for distributed application. Many computer nodes are worked in parallel for processing BigData. For cluster setup Hadoop uses more reasonably priced computer machines. Hadoop is a simplified programming model for efficient and automatic data distribution in cluster nodes. HDFS[13] is the file system that supports Hadoop framework for BigData storage. The management of BigData is a challenging issue. The architecture consists of a single Namenode and many slave Datanodes. In the storage area disk has a block size. Normal block size in HDFS is 64MB. By default there are three replica of each block in different Datanodes. When a Datanode fails, the replicate block will be available in other Datanodes and hence hardware failure can be resolved. HDFS provides high throughput and fault tolerance for application that uses large datasets. MapReduce [13] follows key-value pair format for data processing. MapReduce has two phases called Map and Reduce. The output of Mapper will move to Reducer as input. A Combiner combines output from the Mapper. If more than one Reducer is present in the system, then partitioner is used for splitting the output. Mapper maps the input and the Reducer aggregates the result of Mapper. Both structured and unstructured data can be analyzed by MapReduce. Hadoop MapReduce jobs are assigned from the JobTracker to TaskTrackers. Large number of nodes works in parallel in order to produce aggregate result. The intermediate tasks and the Map output will be stored in the disk rather than HDFS.

In Hadoop, schedulers are playing a vital role in job assignment. FIFO [15] [16], Fair [15] [16] and Capacity schedulers [15] [16] are the default schedulers in Hadoop and later, many enhanced schedulers were developed. In a distributed environment, task scheduling is more effective because completion of job execution becomes faster and it results in improved performance. For big data analysis, scheduling is worthy while for small data processing, scheduling is an added hindrance.

III. SCHEDULERS IN HADOOP MAPREDUCE

Task assigning is one of the important processes in Hadoop. Schedulers are responsible for doing task assignment. Two types of nodes called JobTracker and TaskTracker are taking part in the job execution process. JobTracker acts as a Coordinator of all jobs executing in the machine while the TaskTracker executes the tasks and sends a continuous report to the JobTracker.

A. Default FIFO Scheduler

FIFO scheduler is implemented by Google. It is the default scheduler for almost all Hadoop applications. The Job queue is processed in First in First out fashion. With the scheduler, the main drawback is that only after finishing the previous job, next jobs in the job queue will be assigned. The scheduler implementation is simple and efficient.

B. Fair Scheduler

Fair scheduler [15] [16] is introduced by Facebook. Here, fair sharing of resources is possible. Main advantage of the scheduler is that whenever slot becomes free, shorter jobs can be assigned. Unlike FIFO scheduler, the smaller...
jobs need not wait in order to complete a big job. Main drawback is that tasks will be allocated to all the slots in the cluster with maximum slot capacity. In fair scheduling, pool of jobs will be there. Fair scheduler follows three concepts. Those are
1. Jobs placed in a pool of jobs
2. Each pool is having a guaranteed capacity
3. Fair sharing of resources

C. Capacity Scheduler

Capacity scheduler [15] [16] is introduced by Yahoo. Capacity scheduler is very effective for large scale applications. Other than job pool, here multiple job queues are allocated. There is a guaranteed capacity for each queue. When the queue capacity exceeds the job will be allocated to other queues. Here, higher priority jobs can access resources faster than lower priority jobs. In the job queue, Capacity scheduler follows FIFO scheduling with priority. But there is a limit on percentage of running tasks per user. So that users can share the cluster setup equally.

D. Longest Approximate time to End (LATE) Scheduler

Longest Approximate Time to end scheduler [10] is mainly focusing on speculative execution of tasks. In speculative execution, when a task execution is performing slowing, on the back end an equivalent task is also running. If that back end task complete fastest performance will be improved. Due to speculative execution response time will be improved. In a heterogeneous environment LATE scheduler is robust. Main features of LATE Scheduler are following :
1. Assigning priorities for the tasks for Speculative Execution.
2. Select the fastest nodes for Speculative execution.
3. Plugging the speculative tasks in order to avoid thrashing.

E. Delay Scheduler

Delay scheduler [1] is an extended version of Fair scheduler. Delay scheduler is introduced to improve data locality and fairness of Fair scheduler. Before a task is assigned the data needed for the task will be checked in the slot. If data is available then the task is assigned to the slot. Otherwise the task assignment is delayed in order to get a free slot for the data needed for the particular task. This method is better in terms of performance than the allocation of tasks in the TaskTracker.

F. Dynamic Priority Scheduler

Thomas Sandholm proposed dynamic priority scheduler[3]. The scheduler considers priority of users. Capacity distribution is dynamically performed. This is an extension of FIFO and Fair schedulers. The performance of the scheduler is better in large clusters. Fairness and improved priority of jobs in the queue are its advantages when compared to the default schedulers in Hadoop. This scheduler has been improving the JobTracker service. There are two phases in this scheduler.
1. Dynamic Priority Allocator- It permits slot allocation dynamically.

G. Resource Aware Scheduler

Resource aware scheduler [2] [4] focuses on resource utilization such as CPU utilization, IO utilization, Disk Utilization and Network utilization. Suppose a particular node in the cluster is having less CPU utilization and another node in the same cluster is having IO utilization. At this time a job comes in the job queue that needs less CPU utilization. The better way is assigning that job to the node that focuses on less CPU utilization when compared to other nodes. The resource utilization is not bothered in default schedulers on Hadoop. Main aim of Resource aware scheduler is Job performance management.

H. Deadline Constraint Scheduler

Deadline Constraint Scheduler [11] [12] for Hadoop ensures the jobs whose deadlines can be met are scheduled for execution. When a job is submitted a deadline test is performed. The test checks if the job is finished within a specified deadline. If the job finishes within the specified deadline, it can schedule. Otherwise it will fail. The scheduler can be used in the applications where threshold value is important. In the scheduler, jobs are allocated on demand. The scheduler is used for larger clusters.
1. Learning Scheduler

In learning Scheduler [5] [6], jobs are classified as good or bad. Pattern classifier classifies the jobs. According to the resource utilization, good jobs will be considering for further processing. Good job does not make any overload to the TaskTrackers. Bad jobs will be rejected. The scheduler considers CPU utilization, Memory utilization, IO utilization and Network utilization. If more than one good job arrive in the job queue, job will be selected by the more expected utility function. Task assignment is similar to default schedules.

J. COSHH

COSHH [7] is an acronym for Classification and Optimization based Scheduler for Heterogeneous Hadoop Systems. Both cluster and application level heterogeneity is considered here. COSHH addresses fairness and minimum share requirements. By the consideration, better tasks assignment is done in heterogeneous [8] environment. The scheduler takes minimum job completion time when compared to other schedulers. COSHH uses optimization techniques to minimize searching overhead. In COSHH, data will be replicated on the suggested resources and hence, data locality problem can be reduced.

K. Network Aware Scheduler

Data locality is the main problem for task assigning in many schedulers. Network Aware scheduler [9] provides an administrator control script to find the location of the node that has the data needed for the task. Up to a limit, data
locality problem can be removed in this scheduler. Here, FIFO and Fair scheduler is extended with network awareness. When a task is assigned to the TaskTracker, the data needed for executing the task will be checked. If it is available, then the task is assigned to the slot. Otherwise the scheduling of the task is delay for specific delay.

IV. COMPARISON

The tables 1.A and 1.B below give the comparative study of different schedulers.

### TABLE 1.A

<table>
<thead>
<tr>
<th>Name of the Scheduler</th>
<th>Preemption</th>
<th>Priority in job queue</th>
<th>Fairness/ Fair sharing of Resources</th>
<th>Working</th>
<th>Homogeneous/ Heterogeneous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default FIFO Scheduler</td>
<td>NO</td>
<td>No by Default</td>
<td>NO</td>
<td>Better work with small clusters</td>
<td>Homogeneous</td>
</tr>
<tr>
<td>Fair Scheduler</td>
<td>YES</td>
<td>NO by Default</td>
<td>Fair share of the cluster capacity over time</td>
<td>Better work with small clusters</td>
<td>Homogeneous</td>
</tr>
<tr>
<td>Capacity Scheduler</td>
<td>NO</td>
<td>Preemption when job fails</td>
<td>No by Default</td>
<td>Better work with large clusters</td>
<td>Homogeneous</td>
</tr>
<tr>
<td>LATE Scheduler</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>Better work with large clusters</td>
<td>Both</td>
</tr>
<tr>
<td>Delay Scheduler</td>
<td>YES</td>
<td>YES</td>
<td>Less Fairness than Fair Scheduler</td>
<td>Better work with small clusters</td>
<td>Homogeneous</td>
</tr>
<tr>
<td>Dynamic Priority Scheduler</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>Better work with large clusters</td>
<td>Homogeneous</td>
</tr>
<tr>
<td>Resource Aware Scheduler</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>Better work with large clusters</td>
<td>Both</td>
</tr>
<tr>
<td>Deadline Constraint Scheduler</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>Better work with large clusters</td>
<td>Both</td>
</tr>
<tr>
<td>Learning Scheduler</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>Better work with small clusters</td>
<td>Both</td>
</tr>
<tr>
<td>COSHH</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>Better work with large clusters</td>
<td>Heterogeneous</td>
</tr>
<tr>
<td>Network Aware Scheduler</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>Better work with large clusters</td>
<td>Homogeneous</td>
</tr>
</tbody>
</table>

### TABLE 1.B

<table>
<thead>
<tr>
<th>Name of the Scheduler</th>
<th>Speculative Execution</th>
<th>Head of line problem</th>
<th>Stick y Slots</th>
<th>Locality Problem</th>
<th>Job Allocation</th>
<th>Implemented</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default FIFO Scheduler</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>YES</td>
<td>Statically</td>
<td>YES</td>
</tr>
<tr>
<td>Fair Scheduler</td>
<td>NA</td>
<td>YES</td>
<td>NA</td>
<td>YES for small jobs</td>
<td>Statically</td>
<td>YES</td>
</tr>
<tr>
<td>Capacity Scheduler</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>YES</td>
<td>Statically</td>
<td>YES</td>
</tr>
<tr>
<td>LATE Scheduler</td>
<td>YES</td>
<td>NA</td>
<td>NA</td>
<td>YES</td>
<td>Statically</td>
<td>YES</td>
</tr>
<tr>
<td>Delay Scheduler</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>Improved compared to Fair scheduler</td>
<td>Statically</td>
<td>YES</td>
</tr>
<tr>
<td>Dynamic Priority Scheduler</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NO</td>
<td>Dynamically</td>
<td>YES</td>
</tr>
<tr>
<td>Resource Aware Scheduler</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>YES</td>
<td>Both</td>
<td>YES</td>
</tr>
<tr>
<td>Deadline Constraint Scheduler</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>YES for small jobs</td>
<td>Dynamically</td>
<td>Not in real time</td>
</tr>
<tr>
<td>Learning Scheduler</td>
<td>Enabled</td>
<td>NA</td>
<td>NA</td>
<td>YES</td>
<td>Both</td>
<td>YES</td>
</tr>
<tr>
<td>COSHH</td>
<td>NA</td>
<td>YES</td>
<td>NA</td>
<td>NO</td>
<td>Dynamically</td>
<td>Not in real time</td>
</tr>
<tr>
<td>Network Aware Scheduler</td>
<td>NA</td>
<td>YES</td>
<td>NA</td>
<td>NO</td>
<td>Dynamically</td>
<td>YES</td>
</tr>
</tbody>
</table>
V. CONCLUSIONS

The paper gives an overall idea about different task schedulers in Hadoop MapReduce. It compares the properties of various task schedulers.
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