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Abstract— This paper presents new approach hesitant fuzzy K-nearest neighbour (HFK-NN) based document classification and numerical results analysis. The proposed classification Hesitant Fuzzy K-nearest neighbour (HFK-NN) approach is based on hesitant fuzzy distance. In this paper we have used hesitant fuzzy distance calculations for document classification results. The following steps are used for classification: data collection, data pre-processing, data selection, presentation, analysis, classification process and results. The experimental results are evaluated using MATLAB 7.14. The Experimental Results show proposed approach that is efficient and accurate compared to other classification approach.
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I. INTRODUCTION

Document classification is the recent issue in text mining. Document Classification areas are science, technology, social science, biology, economics, medicine and stock market etc. In last recent years lot of research work has been done decodes some best contributions on Document classification are as follows:


J.A. Dickerson, B. Kosko, Fuzzy function approximation with ellipsoidal rules[6], T. Takagi, M. Sugeno, Fuzzy identification of systems and its applications to modeling and control[33], J.M. Keller, R. Krishnapuram, F.C.H. Rhee, Evidence aggregation networks for fuzzy logic inference[13], G. Tsekouras, H. Sarimveis, E. Kavakli, G. Bafasb, A hierarchical fuzzy-clustering approach to fuzzy modeling[34], C.T. Lin, C.-S.G. Lee, Neural-network-based fuzzy logic control and decision system[18], M.G. Tsiourkas, T.P. Exarchos, D.I. Fotiadis, A methodology for automated fuzzy model generation[35], J. Jang, C.T. Sun, Functional equivalence between radial basis function networks and fuzzy inference Systems[10]. The above mentioned work suffers from lack of efficiency and accuracy. The low accuracy is still issue and challenge in the Classification. This motivates us to construct the new method for...
Classification. New Document Classification method we called Hesitant Fuzzy K-Nearest Neighbour. Hence we proposed new document classification approach HFK-nn.

The remaining paper is organized as follows: Section-I describe introduction and review of literatures. Section-II describes HFK-nn and K-nn. In Section-III, Methodology of document classification steps are described. In Section-IV, Experimental results are described. In Section-V, results Evaluation and measurement are described. Finally, we concluded and proposed some future directions in Conclusion Section.

II. CALCULATIONS FOR HESITANT FUZZY K-NN AND GENERAL K-NN CLASSIFIER

In this calculation we find k-nearest neighbour based on Hesitant Fuzzy distance (Hfd) and General distance (Gd). Hesitant Fuzzy distance and General distance of each pi to pj: Table 1 and Table 2. Represent all distance calculated by Hfd, Gd. Hesitant Fuzzy distance and General distance Cluster Point show in Table 3 and Table 4 with ascending order. This calculation shows hesitant Fuzzy distance based accuracy percentages and General distance based accuracy percentages Cluster Point show in Table 5 and Table 6.

For computational model we give tabulation form from Table 1 to Table 6.

TABLE I

<table>
<thead>
<tr>
<th>Clusters Points</th>
<th>Hesitant fuzzy distance from Cluster Point P1(7,4)</th>
<th>Selected Hesitant fuzzy distance from Cluster Point P1(7,4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1(9,6)</td>
<td>[0.19,0.21,0.17,0.16,0.15,0.14]</td>
<td>0.19</td>
</tr>
<tr>
<td>P1(11,4)</td>
<td>[0.29,0.30,0.27,0.31,0.33,0.32]</td>
<td>0.30</td>
</tr>
<tr>
<td>P1(2,3)</td>
<td>[0.20,0.19,0.22,0.21,0.23,0.24]</td>
<td>0.22</td>
</tr>
<tr>
<td>P1(4,5)</td>
<td>[0.13,0.12,0.11,0.14,0.15,0.16]</td>
<td>0.14</td>
</tr>
<tr>
<td>P1(5,6)</td>
<td>[0.04,0.06,0.07,0.08,0.09,0.10]</td>
<td>0.09</td>
</tr>
<tr>
<td>P1(7,9)</td>
<td>[0.12,0.13,0.15,0.17,0.14,0.16]</td>
<td>0.16</td>
</tr>
<tr>
<td>P1(9,8)</td>
<td>[0.03,0.07,0.06,0.05,0.04,0.08]</td>
<td>0.04</td>
</tr>
</tbody>
</table>

TABLE III

<table>
<thead>
<tr>
<th>Clusters Points</th>
<th>General distance from Cluster Point P1(7,4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1(9,6)</td>
<td>2.82</td>
</tr>
<tr>
<td>P1(11,4)</td>
<td>4.00</td>
</tr>
<tr>
<td>P1(2,3)</td>
<td>5.09</td>
</tr>
<tr>
<td>P1(4,5)</td>
<td>3.16</td>
</tr>
<tr>
<td>P1(5,6)</td>
<td>2.82</td>
</tr>
<tr>
<td>P1(7,9)</td>
<td>5.00</td>
</tr>
<tr>
<td>P1(9,8)</td>
<td>4.47</td>
</tr>
</tbody>
</table>

III. METHODOLOGY

In the Classification of document different the steps are used. The steps are as follows:

A. Data Collection: In this phase collect relevant documents like e-mail, news, web pages etc. from various heterogeneous sources. These text documents are stored in a variety of formats depending on the nature of the data. The datasets are downloaded from UCI KDD Archive. This is an online repository of large datasets and has wide variety of data types.

B. Classification Method: Initial step is to complete review of literature in the field of data mining. Next step is a detailed survey of data mining and existing Algorithms for Classification. In this area some work done by various researchers. After studying their work, it would be attempted to find the Classification algorithm.

C. Classification Process: Algorithms develop for Classification Process. Classification Process means transform documents into a suitable determined in classes for the Classification task. In Classification Process we performed Different tasks. Optimized classification will also be studied. The real data may be great source for the Classification.
D. Classification Results: In this Experiment we calculate k- nearest neighbour based on Hesitant fuzzy distance and General distance. Hesitant fuzzy distance and General distance from Cluster Points P_i to P_j calculated and gives ascending order of the hesitant fuzzy distance and General distance for tabulation. Hesitant fuzzy Distance accuracy percentages and General distance accuracy percentages from Cluster Point show in tabulation. This Experiment show hesitant fuzzy distance based accuracy percentages is efficient and accurate compare General distance based accuracy percentages.

Algorithm 1: This Algorithm obtains hesitant fuzzy distance of a cluster from each cluster.

Step 1: Input eight clusters points.
Step 2: initialize x1, y1 for cluster point and x2, y2 for each clusters points.
Step 3: Produce and compare hesitant fuzzy distance one by one.
Step 4: find minimum Hesitant fuzzy distance Hfd from clusters points say first.
Step 5: arrange all hesitant fuzzy distance in ascending order.

Algorithm 2: This Algorithm obtains General distance of a cluster from each cluster.

Step 1: Input eight clusters points.
Step 2: initialize x1, y1 for cluster point and x2, y2 for each clusters points.
Step 3: Produce and compare General distance one by one.
Step 4: find minimum General distance Gd from clusters points say first.
Step 5: arrange all General distance in ascending order.

IV. EXPERIMENTAL RESULTS

In this Experiment we calculate k- nearest neighbour based on Hesitant fuzzy distance and General distance. Hesitant fuzzy distance and General distance from Cluster Points P_1 to P_8 calculated and gives ascending order of the hesitant fuzzy distance and General distance for tabulation describe in Table 3 and Table 4. Hesitant fuzzy Distance accuracy percentages and General distance accuracy percentages from Cluster Point show in Table 5 and Table 6. This Experiment show hesitant distance based accuracy percentages is efficient and accurate compare General distance based accuracy percentages.

<table>
<thead>
<tr>
<th>Clusters Points</th>
<th>Hesitant fuzzy distance from Cluster Point P_1(7,4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_8(9,8)</td>
<td>0.04</td>
</tr>
<tr>
<td>P_6(5,6)</td>
<td>0.09</td>
</tr>
<tr>
<td>P_5(4,5)</td>
<td>0.14</td>
</tr>
<tr>
<td>P_7(7,9)</td>
<td>0.16</td>
</tr>
<tr>
<td>P_4(9,6)</td>
<td>0.19</td>
</tr>
<tr>
<td>P_3(2,3)</td>
<td>0.22</td>
</tr>
<tr>
<td>P_2(11,4)</td>
<td>0.30</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Clusters Points</th>
<th>General distance from Cluster Point P_1 (7,4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_2 (9,6)</td>
<td>2.82</td>
</tr>
<tr>
<td>P_6 (5,6)</td>
<td>2.82</td>
</tr>
<tr>
<td>P_3 (4,5)</td>
<td>3.16</td>
</tr>
<tr>
<td>P_5 (11,4)</td>
<td>4.00</td>
</tr>
<tr>
<td>P_4 (9,8)</td>
<td>4.47</td>
</tr>
<tr>
<td>P_3 (7,9)</td>
<td>5.00</td>
</tr>
<tr>
<td>P_2 (2,3)</td>
<td>5.09</td>
</tr>
</tbody>
</table>

TABLE V
HESITANT FUZZY DISTANCE ACCURACY PERCENTAGES FROM CLUSTER POINT

<table>
<thead>
<tr>
<th>Clusters Points</th>
<th>Accuracy percentages from Cluster Point %</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_2(9,6)</td>
<td>27.63</td>
</tr>
<tr>
<td>P_3(11,4)</td>
<td>38.59</td>
</tr>
<tr>
<td>P_4(2,3)</td>
<td>52.37</td>
</tr>
<tr>
<td>P_5(4,5)</td>
<td>64.22</td>
</tr>
<tr>
<td>P_6(5,6)</td>
<td>76.29</td>
</tr>
<tr>
<td>P_7(7,9)</td>
<td>89.67</td>
</tr>
<tr>
<td>P_8(9,8)</td>
<td>98.99</td>
</tr>
</tbody>
</table>

TABLE VI
GENERAL DISTANCE ACCURACY PERCENTAGES FROM CLUSTER POINT

<table>
<thead>
<tr>
<th>Clusters Points</th>
<th>Accuracy percentages from Cluster Point %</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_2(9,6)</td>
<td>23.34</td>
</tr>
<tr>
<td>P_3(11,4)</td>
<td>34.45</td>
</tr>
<tr>
<td>P_4(2,3)</td>
<td>49.45</td>
</tr>
<tr>
<td>P_5(4,5)</td>
<td>59.45</td>
</tr>
<tr>
<td>P_6(5,6)</td>
<td>72.34</td>
</tr>
<tr>
<td>P_7(7,9)</td>
<td>89.45</td>
</tr>
<tr>
<td>P_8(9,8)</td>
<td>95.45</td>
</tr>
</tbody>
</table>

Fig 1: Hesitant fuzzy Distance from Cluster Point.

Fig 2: General Distance from Cluster Point
Fig 3: Hesitant fuzzy Distance from Cluster Point in ascending order

Fig 4: General Distance from Cluster Point in ascending order

The figures 5 and 6 describe document Classification results and Accuracy % of Classification process.

Fig 5: Accuracy % from Cluster Point for Hesitant fuzzy Distance

Fig 6: Accuracy % from Cluster Point for General Distance
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