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Abstract: Sorting is an important data structure operation, which makes easy searching, arranging and locating the information. I have discussed about various sorting algorithms with their comparison to each other. I have also tried to show this why we have required another sorting algorithm, every sorting algorithm have some advantage and some disadvantage. This paper also shows how to find the running time of an algorithm with the help of C sharp Programming language. I have compared five sorting algorithms (Selection Sort, Insertion Sort, Bubble Sort, Merge Sort and Quick Sort) by comparing their running times calculated by a Program developed in C Sharp Language. I have also compared the sorting algorithms on the basis of various important factors, like complexity, memory, method etc.
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I. Sorting Algorithm

In computer science, a sorting algorithm is an efficient algorithm which performs an important task that puts elements of a list in a certain order or arranges a collection of items into a particular order. Sorting data has been developed to arrange the array values in various ways for a database. For instance, sorting will order an array of numbers from lowest to highest or from highest to lowest, or arrange an array of strings into alphabetical order. Typically, it sorts an array into increasing or decreasing order. Most simple sorting algorithms involve two steps which are compare two items and swap two items or copy one item. It continues executing over and over until the data is sorted.

Sorting algorithms are an important part of managing data. Most sorting algorithms work by comparing the data being sorted. In some cases, it may be desirable to sort a large chunk of data (for instance, a struct containing a name and address) based on only a portion of that data. The piece of data actually used to determine the sorted order is called the key.

Sorting algorithms are usually judged by their efficiency. In this case, efficiency refers to the algorithmic efficiency as the size of the input grows large and is generally based on the number of elements to sort. Most of the algorithms in use have an algorithmic efficiency of either $O(n^2)$ or $O(n \log n)$.

A. Criteria for Comparison

Many algorithms that have the same efficiency do not have the same speed on the same input.

First, algorithms must be judged based on their average case, best case, and worst case efficiency. Some algorithms, such as quick sort, perform exceptionally well for some inputs, but horribly for others. Other algorithms, such as merge sort, are unaffected by the order of input data.

A second factor is the "constant term". As big-O notation abstracts away many of the details of a process, it is quite useful for looking at the big picture. But one thing that gets dropped out is the constant in front of the expression: for instance, $O(c*n)$ is just $O(n)$. In the real world, the constant, c, will vary across different algorithms. A well-implemented quicksort should have a much smaller constant multiplier than heap sort.

A second criterion for judging algorithms is their space requirement -- do they require scratch space or can the array be sorted in place (without additional memory beyond a few variables)? Some algorithms never require extra space, whereas some are most easily understood when implemented with extra space (heap sort, for instance, can be done in place, but conceptually it is much easier to think of a separate heap). Space requirements may even depend on the data structure used (merge sort on arrays versus merge sort on linked lists, for instance).

A third criterion is stability -- does the sort preserve the order of keys with equal values? Most simple sorts do just this, but some sorts, such as heap sort, do not.

The following table compares sorting algorithms on the
Various criteria outlined above Table I

II. Comparison Of Sorting Algorithms

<table>
<thead>
<tr>
<th></th>
<th>Time</th>
<th>Stability</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sort</td>
<td>Avg.</td>
<td>Best</td>
<td>Worst</td>
</tr>
<tr>
<td>Bubble sort</td>
<td>O(n^2)</td>
<td>O(n^2)</td>
<td>O(n^2)</td>
</tr>
<tr>
<td>Selection Sort</td>
<td>O(n^2)</td>
<td>O(n^2)</td>
<td>O(n^2)</td>
</tr>
<tr>
<td>Insertion Sort</td>
<td>O(n^2)</td>
<td>O(n)</td>
<td>O(n^2)</td>
</tr>
<tr>
<td>Merge Sort</td>
<td>O(n*logn)</td>
<td>O(n*logn)</td>
<td>O(n*logn)</td>
</tr>
<tr>
<td>Quick Sort</td>
<td>O(n*logn)</td>
<td>O(n*logn)</td>
<td>O(n^2)</td>
</tr>
</tbody>
</table>

- Some algorithms (selection, bubble) work by moving elements to their final position, one at a time. You sort an array of size N, put 1 item in place, and continue sorting an array of size N – 1
- Some algorithms (insertion, quick sort) put items into a temporary position, close(r) to their final position. You rescan, moving items closer to the final position with each iteration.
- One technique is to start with a “sorted list” of one element, and merge unsorted items into it, one at a time.
- Complexity and running time \( O(n) \) time is possible if we make assumptions about the data and don’t need to compare elements against each other (i.e., we know the data falls into a certain range or has some distribution). \( O(N) \) clearly is the minimum sorting time possible, since we must examine every element at least once

A. Bubble Sort [Best: \( O(n) \), Worst: \( O(N^2) \)]

Starting on the left, compare adjacent items and keep “bubbling” the larger one to the right (it’s in its final Place). Bubbles sort \[^4\] the remaining N -1 item.

- Though “simple” I found bubble sort nontrivial. In general, sorts where you iterate backwards (decreasing some index) were counter-intuitive for me. With bubble-sort, either you bubble items “forward” (left-to-right) and move the endpoint backwards (decreasing), or bubble items “backward” (right-to-left) and increase the left endpoint. Either way, some index is decreasing.
- You also need to keep track of the next-to-last endpoint, so you don’t swap with a non-existent item.
  1) Advantage: Simplicity and ease-of-implementation
  2) Disadvantage: Code inefficient

B. Selection Sort [Best/Worst: \( O(N^2) \)]

Scan all items and find the smallest. Swap it into position as the first item. Repeat the selection sort \[^5\] on the remaining N-1 items.

- I found this the most intuitive and easiest to implement — you always iterate forward (i from 0 to N-1), and swap with the smallest element (always i).
  1) Advantage: Simple and easy to implement
  2) Disadvantage: Inefficient for large lists, so similar to the more efficient insertion sort, the insertion sort should be used in its place.
C. Insertion Sort [Best: O(N), Worst: Θ(N^2)]
Start with a sorted list of 1 element on the left, and N-1 unsorted items on the right. Take the first unsorted item (element #2) and insert it into the sorted list, moving elements as necessary. We now have a sorted list of size 2, and N-2 unsorted elements. Repeat for all elements.
- Like bubble sort, I found this counter-intuitive because you step “backwards”
- This is a little like bubble sort for moving items, except when you encounter an item smaller than you, you stop. If the data is reverse-sorted, each item must travel to the head of the list, and this becomes bubble-sort.
- There are various ways to move the item leftwards — you can do a swap on each iteration, or copy each item over its neighbor
1) **Advantage:** Relative simple and easy to implement. Twice faster than bubble sort.
2) **Disadvantage:** Inefficient for large lists.

D. Quicksort [Best: O(N lg N), Avg: O(N lg N), Worst: Θ(N^2)]
There are many versions of Quicksort which is one of the most popular sorting methods due to its speed (O (N lgN) average, but O (N^2) worst case). Here’s a few:
1) **Using external memory:**
   - Pick a “pivot” item
   - Partition the other items by adding them to a “less than pivot” sublist, or “greater than pivot” sublist
   - The pivot goes between the two lists
   - Repeat the quicksort on the sublists, until you get to a sublist of size 1 (which is sorted).
   - Combine the lists — the entire list will be sorted
2) **Using in-place memory:**
   - Pick a pivot item and swap it with the last item. We want to partition the data as above, and need to get the pivot out of the way.
   - Scan the items from left-to-right, and swap items greater than the pivot with the last item (and decrement the “last” counter). This puts the “heavy” items at the end of the list, a little like bubble sort.
   - Even if the item previously at the end is greater than the pivot, it will get swapped again on the next iteration.
   - Continue scanning the items until the “last item” counter overlaps the item you are examining — it means everything past the “last item” counter is greater than the pivot.
   - Finally, switch the pivot into its proper place. We know the “last item” counter has an item greater than the pivot, so we swap the pivot there.
   - Now, run quicksort again on the left and right subset lists. We know the pivot is in its final place (all items to left are smaller; all items to right are larger) so we can ignore it.
3) **Using in-place memory with two pointers:**
   - Pick a pivot and swap it out of the way
   - Going left-to-right, find an oddball item that is greater than the pivot
   - Going right-to-left, find an oddball item that is less than the pivot
   - Swap the items if found, and keep going until the pointers cross — re-insert the pivot
   - Quicksort the left and right partitions
   - Note: this algorithm gets confusing when you have to keep track of the pointers and where to swap in the pivot
4) **Advantage:** Fast and efficient
5) **Disadvantage:** Show horrible result if list is already sorted.

E. Merge Sort [Best: O(N lg N), Avg: O(N lg N), Worst: Θ(N^2)]
Merge sort is based on the divide-and-conquer paradigm. Its worst-case running time has a lower order of growth than insertion sort. Since we are dealing with subproblems, we state each subproblem as sorting a subarray A[p .. r]. Initially, p = 1 and r = n, but these values change as we recurse through subproblems.
To sort A[p .. r]:
1) **Divide Step** If a given array A has zero or one element, simply return; it is already sorted. Otherwise, split A[p .. r] into two subarrays A[p .. q] and A[q + 1 .. r], each containing about half of the elements of A[p .. r]. That is, q is the halfway point of A[p .. r].
2) **Conquer Step**
Conquer by recursively sorting the two subarrays A[p .. q] and A[q + 1 .. r].
3) Combine Step

Combine the elements back in \( A[p .. r] \) by merging the two sorted subarrays \( A[p .. q] \) and \( A[q + 1 .. r] \) into a sorted sequence. To accomplish this step, we will define a procedure \( \text{MERGE}(A, p, q, r) \).

Note that the recursion bottoms out when the subarray has just one element, so that it is trivially sorted.

4) Advantage: Well suited for large data set.

5) Disadvantage: At least twice the memory requirements than other sorts

III. Comparison By Using Code Written In C Sharp Language

Now, I will determine the efficiency of the various sorting algorithms according to the time\(^9\) by using randomized trails. The build environment will be built using the C# language in Asp.Net Framework. I will discuss and implement several sorting algorithms such as bubble sort\(^{10}\), selection sort, and insertion sort and will also include complexity sort such as quick sort and merge sort. I will represent these algorithms as a way to sort an array or integers and run random trails of length. The research will provide the runtime of each sorting algorithm.

To investigate, I create a namespace called “ConsoleApplication1” which contains one class “SortComparison”. This class contains various Functions for Selection Sort, Insertion Sort, Quick Sort, Bubble Sort and Merge Sort. In Main () function I will be using Random Number Generator for generating the number of elements. I will be using the Stopwatch\(^{11}\) Class of the System.Diagnostics Namespace which will help me to find the running time of the algorithm in microseconds.

```csharp
int[] arr_selection = new int[10000]; //Number of elements are 10000
int[] arr_insertion = new int[10000];
int[] arr_bubble = new int[10000];
int[] arr_merge = new int[10000];
Random rn = new Random();
for (int i = 0; i < arr_selection.Length; i++)
{
    arr_selection[i] = rn.Next(1, 10000)  // Random Number for generating 10000 elements
}
```

Similarly we can generate random numbers for different sorting algorithms

```
sw.Start();
// Sorting Function to be called
sw.Stop();
long timeselection = sw.ElapsedTicks/(System.Diagnostics.Stopwatch.Frequency/(1000L * 1000L));
```

Table II

timeselection is the time in the microseconds. I will be calling each sorting function to find the running time of that sorting algorithm so that I can compare the running time of the algorithms. For this I passed different number of elements (N=10, 100, 1000, 10000) to the sorting Functions. I ran the program five times for each value of N (i.e. 10 or 100 or 1000 or 10000) and tried to find the running time of each sorting algorithm.

Table II shows the running time of each algorithm for first, second, third, fourth and Fifth Run. I have also calculated the average running time (In Microseconds) based upon the running time.

I have used three charts for comparing the sorting algorithms. First Chart (fig.1) compares all the sorting algorithms for the small values of N=10 and N=100. Second Chart (fig.2) compares all the sorting algorithms for the large values of N=1000 and Third Chart (fig.3) compares all the sorting algorithms for the extra large values of N=10000.

<table>
<thead>
<tr>
<th>First Run(Time in Microseconds)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Selection Sort</td>
<td>Insertion Sort</td>
<td>Bubble Sort</td>
<td>Merge Sort</td>
<td>Quick Sort</td>
</tr>
<tr>
<td>10</td>
<td>267</td>
<td>223</td>
<td>208</td>
<td>535</td>
<td>318</td>
</tr>
<tr>
<td>100</td>
<td>298</td>
<td>250</td>
<td>290</td>
<td>598</td>
<td>337</td>
</tr>
<tr>
<td>1000</td>
<td>3686</td>
<td>3286</td>
<td>8393</td>
<td>3416</td>
<td>605</td>
</tr>
</tbody>
</table>
Fig. I
We can see in Fig. that for the small values of N i.e N=10, 100; Merge Sort is taking the maximum time.

For N=10000, again Bubble Sort and Selection Sort are taking the Maximum Time as shown in Fig. III. We can observe from the fig. that Quick Sort is taking the least time in all the cases. So we can say that from all the sorting algorithms we have compared, Quick Sort is efficient.

IV. Conclusion
In this study we have studied about various sorting algorithms and their comparison. There is advantage and disadvantage in every sorting algorithm. To find the running time of each sorting algorithm I used one Program for comparing the running time (in Microseconds). After running the same program on five different runs (for each different value of N=10, 100, 1000, 10000), I calculated the average running time for each algorithm and then showed the result with the help of a chart. From the chart I can conclude that Quick Sort is the most efficient algorithm.
Fig. I: We can see in Fig. that for the small values of N i.e N=10, 100; Merge Sort is taking the maximum time.

For N=1000, Bubble Sort is taking the Maximum Time as shown in Fig. II.
Another efficient algorithm for the large values of N is Merge Sort. But Merge sort has at least twice memory requirements than other sorting algorithms.
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Appendix
/* Program that will show the use of Sorting Algorithms (Selection Sort, Insertion Sort, Bubble Sort, Merge Sort and Quick Sort) and compares the running time of these algorithms with the help of StopWatch Class of System.Diagnostics NameSpace*/

using System;
using System.Collections.Generic;
using System.Linq;
using System.Text;

namespace ConsoleApplication1
{
    class Program
    {
        static void Main(string[] args)
        {
            int[] arr = { /* Generate an array */ };
            // Sort the array using different algorithms
            SelectionSort(arr);
            InsertionSort(arr);
            BubbleSort(arr);
            MergeSort(arr);
            QuickSort(arr);

            // Measure the running time of each algorithm
            stopwatch.Start();
            SelectionSort(arr); stopwatch.Stop();
            Console.WriteLine("Selection Sort: ", stopwatch.Elapsed);
            stopwatch.Reset();
            InsertionSort(arr); stopwatch.Stop();
            Console.WriteLine("Insertion Sort: ", stopwatch.Elapsed);
            stopwatch.Reset();
            BubbleSort(arr); stopwatch.Stop();
            Console.WriteLine("Bubble Sort: ", stopwatch.Elapsed);
            stopwatch.Reset();
            MergeSort(arr); stopwatch.Stop();
            Console.WriteLine("Merge Sort: ", stopwatch.Elapsed);
            stopwatch.Reset();
            QuickSort(arr); stopwatch.Stop();
            Console.WriteLine("Quick Sort: ", stopwatch.Elapsed);
        }

        void SelectionSort(int[] arr)
        {
            // Implement selection sort
        }

        void InsertionSort(int[] arr)
        {
            // Implement insertion sort
        }

        void BubbleSort(int[] arr)
        {
            // Implement bubble sort
        }

        void MergeSort(int[] arr)
        {
            // Implement merge sort
        }

        void QuickSort(int[] arr)
        {
            // Implement quick sort
        }

    }
}
class SortComparison
{
    static void Main(string[] args)
    {
        int[] arr_selection = new int[10];  // change the value here if you want to run the code for 100 or 1000 elements
        int[] arr_insertion = new int[10];
        int[] arr_bubble = new int[10];
        int[] arr_merge = new int[10];
        int[] arr_quick = new int[10];
        Random rn = new Random();
        for (int i = 0; i < arr_selection.Length; i++)
        {
            arr_selection[i] = rn.Next(1, 10000);
        }

    }  // ******************* Selection Sort
    /*******************************************/
    sw.Start();
    selectionsort(arr_selection, arr_selection.Length);
    sw.Stop();
    long timeselection = sw.ElapsedTicks / (System.Diagnostics.Stopwatch.Frequency / (1000L * 1000L));
    Console.WriteLine("time taken by selection sort is:{0} microseconds", timeselection);

    /*******************************************/
    /********************* Insertion Sort
    *******************************************/
    Random rn1 = new Random();
    for (int i = 0; i < arr_insertion.Length; i++)
    {
        arr_insertion[i] = rn1.Next(1, 10000);
    }
    sw1.Start();
    insertionsort(arr_insertion, arr_insertion.Length);
    sw1.Stop();
    long timeinsertion = sw1.ElapsedTicks / (System.Diagnostics.Stopwatch.Frequency / (1000L * 1000L));
    Console.WriteLine("time taken by insertion sort is:{0} microseconds", timeinsertion);

    /*******************************************/
    /********************* Bubble Sort
    *******************************************/
    Random rn2 = new Random();
    for (int i = 0; i < arr_bubble.Length; i++)
    {
        arr_bubble[i] = rn2.Next(1, 10000);
    }
    sw2.Start();
    bubblesort(arr_bubble, arr_bubble.Length);
    sw2.Stop();
    long timebubble = sw2.ElapsedTicks / (System.Diagnostics.Stopwatch.Frequency / (1000L * 1000L));
    Console.WriteLine("time taken by bubble sort is:{0} microseconds", timebubble);
Random rn3 = new Random();
for (int i = 0; i < arr_merge.Length; i++)
{
    arr_merge[i] = rn3.Next(1, 10000);
}
sw3.Start();
mergesort(arr_merge, 0, arr_merge.Length - 1);
sw3.Stop();
long timemerge = sw3.ElapsedTicks / (System.Diagnostics.Stopwatch.Frequency / (1000L * 1000L));
Console.WriteLine("time taken by merge sort is:{0} microseconds", timemerge);

Random rn4 = new Random();
for (int i = 0; i < arr_quick.Length; i++)
{
    arr_quick[i] = rn3.Next(1, 10000);
}
sw4.Start();
quicksort(arr_quick, 0, arr_quick.Length - 1);
sw4.Stop();
long timequick = sw4.ElapsedTicks / (System.Diagnostics.Stopwatch.Frequency / (1000L * 1000L));
Console.WriteLine("time taken by quick sort is:{0} microseconds", timequick);

static void selectionsort(int[] arr, int size)
{
    int small, pos, tmp, i, j;
    for (i = 0; i < size; i++)
    {
        small = arr[i];
        pos = i;
        for (j = i + 1; j < size; j++)
        {
            if (arr[j] < small)
            {
                small = arr[j];
                pos = j;
            }
        }
        tmp = arr[i];
        arr[i] = arr[pos];
        arr[pos] = tmp;
    }
```csharp
static void insertionsort(int[] a, int n)
{
    int i, k, y;
    for (k=1; k<n; k++)
    {
        y = a[k];
        for (i=k-1; i>=0 && y<a[i]; i--)
            a[i+1] = a[i];
        a[i+1] = y;
    }
}

static void bubblesort(int[] a, int size)
{
    int temp, i, j;
    for (i=0; i<size-1; i++)
        for (j=0; j<size-1-i; j++)
            if (a[j]>a[j+1])
            {
                temp = a[j];
                a[j] = a[j+1];
                a[j+1] = temp;
            }
}

static void mergesort(int[] arr, int low, int high)
{
    int mid;
    if(low<high)
    {
        mid=(low+high)/2;
        mergesort(arr,low,mid);
        mergesort(arr,mid+1,high);
        sort(arr,low,mid,high);
    }
}

static void sort(int[] arr, int low, int mid, int high)
{
    int[] b = new int[arr.Length];
    int i, j, k, l;
    l = low;
    i = low;
    j = mid + 1;
    while ((l <= mid) && (j <= high))
    {
        if (arr[l] <= arr[j])
        {
            b[i] = arr[l];
            l++;
        }
        else
        {
            b[i] = arr[j];
            j++;
        }
        i++;
    }
}
```

if (l > mid)
{
    for (k = j; k <= high; k++)
    {
        b[i] = arr[k];
        i++;
    }
}
else
{
    for (k = l; k <= mid; k++)
    {
        b[i] = arr[k];
        i++;
    }
}
for (k = low; k <= high; k++)
{
    arr[k] = b[k];
}

static void quicksort(int[] x, int first, int last)
{
    int pivot, j, temp, i;
    if (first < last)
    {
        pivot = first;
        i = first;
        j = last;

        while (i < j)
        {
            while (x[i] <= x[pivot] && i < last)
            {
                i++;
            }
            while (x[j] > x[pivot])
            {
                j--;
            }
            if (i < j)
            {
                temp = x[i];
                x[i] = x[j];
                x[j] = temp;
            }
        }
        temp = x[pivot];
        x[pivot] = x[j];
        x[j] = temp;
        quicksort(x, first, j - 1);
        quicksort(x, j + 1, last);
    }
}

}