Text Extraction from Natural Scene Images using Prewitt Edge Detection Method
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Abstract—Digital images captured by camera contains many useful information. Many research has been done for content retrieval from natural images, for example, object detection, face recognition and automatic text extraction. In recent years, many methods are suggested for extracting text data from images as it has wide range of applications. Three popular algorithms for this are: Edge detection, Connected Component and texture-based. The purpose of this paper is to compare the two basic methods Prewitt Edge Detector and Gaussian Edge Detector with different structuring elements. The algorithms are implemented and applied to an image set with different text size, font styles and text language. Performance is evaluated based on the precision rate and recall rate for each method on the same image set.
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I. INTRODUCTION

Recent studies in the field of research [15],[16] on the content retrieval from images and videos identified a wide variety of applications that require automated systems for text extraction. One such recently developed application is the mobile banking application provided by the banking institutions that facilitates the customers to carry out the transactions even on passing the image of the cheque to the server. All other such applications include tourist guide which facilitate the tourists to understand the display boards though they are unfamiliar with the local language of that place and Image text translation systems to help the visually impaired people and also tourists. Every such application relies on a Textual Information Extraction (TIE) system which can efficiently detect, localize and extract the text information present in the natural images.

Text data is particularly interesting, because text can be used to easily and clearly describe the contents of an image [2]. A variety of applications are found in recent studies that uses extracted text. One such recently developed application is the mobile banking application provided by the banking institutions that facilitates the customers to carry out the transactions even on passing the image of the cheque to the server [6]. A translation camera is another application that captures the images, detect the text from it and then translate it in required language from the local language. This can also be useful for visually impaired people if text to speech program (TTS) is used within Text Detection and Localization Recognition (OCR) [10],[11].

Input image Text presented in the image Research on text detection and localization is carried out since 1990s and numerous text detection algorithms have been proposed. All these approaches are majorly classified into three categories edge-based, connected-component based and texture based techniques. This paper describes the three techniques and implements them to compare by evaluating the performance. The rest of the paper is organized as follows: The detailed survey related to the various methods of text extraction in natural scenes is described in section 2, Approach for the implementation of three techniques is presented in section 3, Experimental results of performance analysis is presented in section 4, Section 5 concludes the work and presents the future recommendations.

II. RELATED WORK

Many algorithms have been proposed for recognizing text data in an image. Each method gives robust results for specified set of images. However, results may be varying due to image size, orientation, contrast, and colour. In non-document images, detecting text is more challenging because of variation in text size and alignment. The simple block diagram for text information extracting system is shown in the figure 1.

Input image is any image that contains text information. The first step detects the regions where the text is present. Text localization refers to locate and enhance text areas. Character extraction refers to eliminate non-text regions from image, such that output image contains only text. This image is sent to OCR system to obtain the characters that are extracted.

Edge-based text extraction
As mentioned previously, edge-based algorithm is one of the popular schemes for text extraction. Edge-based methods focus on the ‘high contrast between the text and the background’ and the edges of the text boundary are identified and

merged [2],[6]. In this paper, edge-detector based method is proposed and compared with conventional Gaussian pyramid [1] method. Comparison is done in terms of precision rate and recall rate.

**Fig.1 Procedure of Text Extraction from Image**

**A. Algorithm that uses Gaussian pyramid**
1. Create a Gaussian pyramid by convolving the input image with a Gaussian kernel and successively down-sample each direction by half. (Levels: 4)
2. Create directional kernels to detect edges at 0, 45, 90 and 135 orientations.
3. Convolve each image in the Gaussian pyramid with each orientation filter.
4. Combine the results of step 3 to create the Feature Map.
5. Dilate the resultant image using a sufficiently large structuring element (7x7) to cluster candidate text regions together.
6. Create final output image with text in white pixels against a plain black background.

**B. Algorithm that uses Prewitt edge-detector**
1. Convert the image into monochrome image by thresholding.
2. Filter the image for removing noise. Use Gaussian low-pass filter.
3. Apply Prewitt edge-detector to the filtered image.
4. Apply proper morphological operations, i.e. dilation to make clusters of text regions.
5. Multiply the resultant image with input black and white image to get text in contrast with Plain background.

**III. APPROACH**

**A. Pre-processing**
Pre-processing steps are necessary to improve the performance and make the process efficient to the time. This includes gray-scaling and binarization of image and filtering to remove noise.

1. Gray-scaling: The given image is multicolor RGB image, in which text may not be separated from the background. In color image, each pixel is combination of R (Red), G (Green) and B (Blue) and values varying from 0 to 255. For gray-scaling, these values are added in a proportion of Red: 30%, Green: 59% and Blue: 11% to get the gray scaled [3] equivalent of that particular pixel.

2. Binarization: This converts gray-scale image into binary image i.e. containing only Black (0) and White (1) pixels. Gray-scaling gives a threshold for binarization of image. To be specific, this is done by comparing each pixel value to a threshold value (that lies between black and white) and setting that pixel value to black or white as its consequence [3]. This process noticeably separate (or distinguish) text from image background.

3. Filtering: Any image taken from camera contained noise such as blurred image, high frequency noise and white noise. To improve image quality and for further processing on image, Gaussian low pass filter is used. It has following properties: 1) Gaussian smoothing is very effective for removing Gaussian noise. 2) They are linear low pass filters. 3) Rotationally symmetric (perform the same in all directions). 4) The degree of smoothing is controlled by \( \sigma \) (larger \( \sigma \) for more intensive smoothing)

In our case, it is important to remove white noise, while maintaining salient edges because text contains edges. This can be a contradictory task-white noise exists at all frequencies equally, while edges exist in the high frequency range. (Sudden changes in spatial signals-text regions). Gaussian LPF is best-suited for this because it has a graceful and natural tail that becomes ever lower as the frequency increases. This means that it will act as a low pass filter, but also allow in higher frequency components matching with how quickly its tail decays.
B. Edge-Detection
Edges are those places in an image that correspond to object boundaries. Edges are pixels where image brightness changes abruptly. Specifically in text data probably more edges are present than non-text areas. For example, Letters ‘E’, ‘Z’, ‘H’, ‘A’ etc. are having horizontal and/or vertical edges. If we detect these edges, there may be likelihood of other letters or words around (because words are usually grouped) Thus, the text region is detected. We chose Prewitt amongst several edge-detectors available like Sobel, canny and Roberts. Choice of Prewitt is quite empirical. Prewitt edge-detector detects horizontal and vertical edges in an image and combines them to give resultant image.

C. Morphological Operations
After detecting text region(s), a cluster of it is created such that the all letters are covered. Morphological dilation is used for this purpose as dilation adds pixels to the boundaries of objects in an image thereby thickening that object. Measure of thickness is defined by the type and size structuring element. Proper sized structuring element should be chosen such that least non-text area should be clustered within. Here, structuring element ‘disk’ with size 9 (a disk of radius 9) is used. To remove non-text objects significantly, morphological opening operation is used. Opening operation is erosion followed by dilation. It is performed to remove objects of specific size from image. This size is again determined by structuring element. After performing such operations, the resultant image holds clusters of text regions having pixel value 1 (white).

D. Character extraction
This step refers to identify the characters as they are in original image. This is done by multiplying resultant image with binary converted original image. In this operation, pixels having value 1 (i.e. text) are recovered as same in original image and pixels having value 0 are present as background. However, the final image may contain some non-text part, extent of which is measured by precision rate. Final result is the white text in black background or vice versa, dependent on the original image.

IV. EXPERIMENTAL RESULTS & ANALYSIS
Performance of each algorithm are evaluated and compared in terms of precision rate [1] and recall rate [1]. Evaluation is done over 30 test images with different text size, colour contrast and orientation. Results are summarized in table 1 and 2. Precision and recall rates are calculated as follows:

\[ \text{Precision Rate} = \frac{\text{Correctly detected words}}{\text{Correctly detected words} + \text{False positives}} \times 100\% \quad (1) \]

\[ \text{Recall Rate} = \frac{\text{Correctly detected words}}{\text{Correctly detected words} + \text{False negatives}} \times 100\% \quad (2) \]

False positives are the non-text regions in the image and have been detected by the algorithm as text regions. False negatives are the text regions in the image and have not be detected by the algorithm. Table 1 shows the input images and their output results using Prewitt edge detection and Gaussian edge detection algorithm. Here it has been seen that text information is easily extracted using Prewitt edge detector as compared with Gaussian detector. The algorithm is also very successful to remove non text regions from the images as compared with Gaussian edge detector. The recall rate and precision rate of various natural scene images are shown in table 2.

<table>
<thead>
<tr>
<th>Images</th>
<th>Output of Prewitt Edge Detection Algorithm</th>
<th>Output of Gaussian Edge Detection Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>![Image 1]</td>
<td>![Image 2]</td>
<td>![Image 3]</td>
</tr>
</tbody>
</table>

TABLE I RESULT IMAGES OF TEXT DETECTION METHODS
TABLE II PRECISION RATE AND RECALL RATE OF VARIOUS NATURAL SCENE IMAGES

<table>
<thead>
<tr>
<th>Image</th>
<th>Precision Rate</th>
<th>Recall Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prewitt (%)</td>
<td>Gaussian (%)</td>
</tr>
<tr>
<td>Cover.jpg</td>
<td>91.6</td>
<td>90</td>
</tr>
<tr>
<td>Exhibit.jpg</td>
<td>75</td>
<td>85.79</td>
</tr>
<tr>
<td>Station.jpg</td>
<td>71.42</td>
<td>83.3</td>
</tr>
<tr>
<td>msv.jpg</td>
<td>69.23</td>
<td>0</td>
</tr>
<tr>
<td>Book.jpg</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Efy.jpg</td>
<td>93.1</td>
<td>95.5</td>
</tr>
<tr>
<td>Dept.jpg</td>
<td>28.5</td>
<td>0</td>
</tr>
<tr>
<td>Smoke.jpg</td>
<td>76.41</td>
<td>80</td>
</tr>
<tr>
<td>Rupee.jpg</td>
<td>89.47</td>
<td>66.66</td>
</tr>
</tbody>
</table>

From above table 2 it is cleared that precision rate and recall rate using Prewitt edge detection is almost very high as compared with Gaussian edge detection method.

V. CONCLUSION

Most of researchers have shown that edge detection method is not successfully satisfied for text detection form natural scene images, but here we have proved that edge detection using Prewitt edge detector gives almost same result compared with connected component algorithm. This algorithm is also tested on more than 50 images and got satisfied result. Here the results obtained by Prewitt and Gaussian edge detection algorithm on different set of images are been compared with respect to precision rate and recall rate. The Edge based method detects text regions with highest Precision (100 %) & Recall (100 %) rate. Thus it is more efficient compared to that of the performance obtained with Gaussian edge detection method. We observed that Gaussian edge detection based methods is not good enough to detect the text regions which is shown in table 1. In order to add with that Prewitt edge-detector algorithm is more robust since it gives higher recall rate as compared Gaussian edge-detector algorithm. The edge based algorithm is also able to give better results in case of lighting variance compare to Gaussian edge detection method and also on illuminated images.
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