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Abstract- With the growing technology, most of the focus is on spatial data mining. Spatial data mining refers to the extraction of unknown and unexpected information from spatial data sets of massive, high dimensionality and complex spatial databases. Spatial data mining is a process to discover related knowledge, potentially constructive and high utility patterns embedded in geographic Information. Application specific tools for extracting efficient and useful information from spatial data sets can be of great importance to the organizations which own, generate and manage large databases. The objective of co-location pattern mining is to find the subset of features frequently located together in the same region. Three modeling methods for co-location patterns[16,19] are event centric model, feature centric model and window centric model. We have proposed a new method for modeling co-location patterns “Hierarchical Window Centric Model”, which is an extension of Window Centric Model. We would carry out experimental evaluations and performance tuning in the near future.
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1. Introduction

The fast growing progress in computerized data acquisition and storage results in the growth of enormous databases. With the continuous increase and accumulation, the huge amounts of the computerized data have far exceeded human ability to completely interpret and use. These phenomena may be more serious in geo-spatial science. In order to understand and make full use of these data repositories, a few techniques have been tried, e.g. expert system, database management system, spatial data analysis, machine learning, artificial intelligence and environmental studies[25,27]. In 1989, knowledge discovery in databases was further proposed. In 1995, data mining also appeared. As both data mining and knowledge discovery in databases virtually point to the same techniques, people would like to call them together, i.e. data mining and knowledge discovery (DMKD)[1]. As 80% data are geo-referenced, the necessity forces people to consider spatial characteristics in DMKD and to further develop a branch in geo-spatial science. The Earlier research of data mining concentrated on non-spatial data, after requirements in business like insurance, finance, etc. were fulfilled, emphasis on research has been consequently shifted from non-spatial data (market basket data) to spatial data[20,22]. There is an observable and important difference between non-spatial data and spatial data: all spatial datum are governed by scales in nature. A spatial object can be characterized accurately and correctly, by stating the exact concomitant scale of the spatial objects.

In general, spatial data mining, or knowledge discovery is the process of discovering implicit knowledge and previously unknown, but potentially useful patterns from large spatial datasets that are not explicitly represented in the databases[17,18]. These techniques can play an important role in understanding spatial data and in capturing intrinsic relationships between spatial and non-spatial data. Moreover, such discovered relationships can be used to present data in a concise manner and to reorganize spatial databases to accommodate data semantics and achieve high performance. Spatial data mining has wide applications in many fields, including GIS systems, image database exploration, medical imaging, etc.[2-7]. The amount of spatial data obtained from satellite, medical imagery and other sources has been growing tremendously in recent years. A crucial challenge in spatial data mining is the efficiency of spatial data mining algorithms due to the often huge amount of spatial data and the complexity of spatial data types and spatial accessing methods. Nowadays, large amount of spatial data have been collected from many applications and data collection tools. “The spatial data explodes but knowledge is poor” [8], therefore, “We are drowning in data, but starving for knowledge!” The implicit knowledge hidden in those spatial data cannot be extracted using traditional database management systems.

The growing production of maps is generating huge volumes of data that exceed people's capacity to analyze them. It thus seems appropriate to apply knowledge discovery methods like data mining to spatial data. This recent technology is an extension of the data mining applied to alphanumerical data on spatial data[26,28]. The main difference is that spatial analysis must take into account spatial relations between objects. The applications covered by spatial data mining are decisional ones, such as geo-marketing, environmental studies, risk analysis and so on. For example, in geo-marketing, a store can establish its trade area, i.e. the spatial extent of its customers and then analyze the profile of those customers on the basis of both their properties and the properties related to the area where they live. Nowadays, data...
analysis in geography is essentially based on traditional statistics and multidimensional data analysis and does not take into account the spatial data [9]. Yet, the main specificity of geographic data is that observations located near to one another in space tend to share similar (or correlated) attribute values. This constitutes the fundamental of a distinct scientific area called "spatial statistics" which, unlike traditional statistics, supposes inter-dependence of nearby observations. An abundant bibliography exists in this area, including well-known geo-statistics, recent developments in Exploratory Spatial Data Analysis (ESDA) by Anselin and Geographical Analysis Machine (GAM) by Openshaw. Multi-dimensional analytical methods have been extended to support contiguity [10]. We maintain that spatial statistics is a part of spatial data mining, since it provides data-driven analysis. Some of those methods are now implemented in operational GIS or analysis tools. This paper is organized as follows. We first discuss about Spatial Data Mining in section 2. Section 3 discusses about related work. In section 4 actual work that is modeling of Co-location patterns are discussed and finally we offer our conclusion & future work in Section 5.

2. Spatial Data Mining
The spatial data mining is a newly developed edge course. When computer, database, management decision support technique and etc. are applied, then a certain stage Spatial data are more complex, more changeable and bigger that common affair datasets [1]. Spatial dimension means each item of data has a spatial reference where each entity occurs on the continuous surface, or where the spatial-referenced relationship exists between two neighbor entities. Spatial data includes not only positional data and attribute data, but also spatial relationships among spatial entities. Moreover, spatial data structure is more complex than the tables in ordinary relational database. Besides tabular data, maps have been widely used as the main references in the playing field of geography. There are two ways to represent thematic maps: raster and vector. In the raster image form thematic maps have pixels associated with the attribute values, these are the graphic data in spatial database and the features of graphic data are not explicitly stored in the database. At the same time, using GIS, the user can query spatial data and perform simple analytical tasks using programs or queries. GIS have only basic analysis functionalities, the results of which are explicit. It is under the assumption of dependency and on the basis of the sampled data that geographic statistics estimates at un-sampled locations or make a map of the attribute. Because the discovered spatial knowledge can support and improve spatial data-referenced decision-making, a growing attention has been paid to the study, development and application of SDMKD [11].

Spatial data mining has become an important research area in order to analyze very large spatial databases. Among the better known spatial data mining approaches, we find the generalization based methods, clustering, spatial associations, approximation and aggregation, mining in image and raster databases, spatial classification, and spatial trend detection. However, these approaches do not consider all the elements found in a spatial database (spatial data, non-spatial data and spatial relations among the spatial objects) in an extended way. Some of them focus first on spatial data and then on the non-spatial data or vice versa, and others consider restricted combinations of these elements. We argue that if we are able to mine them as a whole and not as separated elements (because they are related elements) we could find patterns that might contain both types of data and spatial relationships enhancing the quality of the results (being more descriptive). A graph based representation provides the flexibility to describe.

Spatial data mining is the process of finding out interesting and previously unknown, but possibly useful patterns from large spatial database [12, 13]. Extracting interesting and useful patterns from spatial datasets is more difficult than extracting the corresponding patterns from traditional numeric and categorical data due to the complexity of spatial data types, spatial relationships, and spatial autocorrelation.

3.0 Related Work
3.1 Modeling of Co-Location Patterns. This section defines approaches to model co-location rules as a substitute to create explicit disjoint transactions from continuous spatial data.

Fig 3.1 spatial data set illustrating Neighborhood having 4 and 8 connectivity
In Figure 3.1 a uniform grid is imposed on the underlying spatial framework. For each grid $l$, it has two horizontal and two vertical neighbors making 4 neighbors and the connectivity is called 4-connectivity, similarly by adding four diagonal neighbors we get totally eight neighbors and the connectivity is called 8-connectivity.

We have three types of modeling co-location rules. They are Reference Feature Centric Model, Window Centric Model and Event Centric Model[14,15,22].

### 3.2 Reference Feature Centric Model

This model is applicable to application domains focusing on a specific Boolean spatial feature, e.g. cancer. This model computes neighborhoods to “materialize” a set of transactions around instances of the reference spatial feature.

![Fig. 3.2 Reference Feature Centric model](image)

With the help of “materialized” transactions the support and confidence of the traditional association rule problem may be used as a prevalence and conditional probability.

In reference feature centric model, the instances of ‘X’ are connected with their neighboring instances of ‘Y’ and ‘Z’ as shown in figure 3.2. The set of spatial predicates include one predicate named “near-by”. We define near-by(x,y) to be true if and only if y is x’s neighbour.

Then for each instance of spatial feature X, a transaction which is a subset of relevant features {Y, Z} is defined. For example, for the instance of X at (2, 3), transaction {Y, Z} is defined because the instance of Y at (1, 4) (and at (3, 4)) and instance of Z at (1, 2) (and at (3, 3)) are close to (2, 3). The transactions defined around instances of feature ‘X’ are summarized in table 3.1

<table>
<thead>
<tr>
<th>Instance of X</th>
<th>Transaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,0)</td>
<td>{P,Q}</td>
</tr>
<tr>
<td>(2,3)</td>
<td>{Y,Z,P}</td>
</tr>
<tr>
<td>(3,1)</td>
<td>{Z}</td>
</tr>
<tr>
<td>(5,5)</td>
<td>e</td>
</tr>
</tbody>
</table>

### 3.3 Window Centric Model

This model is applied to applications like mining, surveying and geology, which focus on land-parcels. A goal is to calculate sets of spatial features likely to be discovered in a land parcel given that some other features have been found there. The window centric model enumerates all possible windows as transactions. In a space discretized by a uniform grid, windows of size k X k can be enumerated and materialized, ignoring the boundary effect [23]. Each transaction contains a subset of spatial features of which at least one instance occurs in the corresponding window. The support and confidence of the traditional association rule problem may again be used a prevalence and conditional probability measures. There are sixteen 3X3 windows corresponding to 16 transactions in Fig 3.3. All of them contain X and 15 of them contain both X and Y. An example of an association rule of this model is: an instance of type X in a window → an instance of type Y in this window with $15/16 = 93.75\%$ probability. A special case of the window centric model relates to the case when windows are spatially disjoint and form a partition of space. This case is relevant when analyzing spatial datasets related to the units of political or administrative boundaries (e.g. country, state, zip-code). In some sense this is a local model since we treat each arbitrary partition as a transaction to derive co-location patterns without considering any patterns across partition boundaries. The window centric model “materializes” transactions in a different way from the reference feature centric model[8].
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3.4 Event Centric Model

This model is applied to applications like ecology where there are many types of Boolean spatial features. Ecologists are interested in finding subsets of spatial features likely to occur in a neighborhood around instances of given subsets of event types. For example, let us determine the probability of finding at least one instance of feature type $Y$ in the neighborhood of an instance of feature type $X$ in Fig 3.4. There are three instances of type $X$ and only one of them have some instance(s) of type $Y$ in their 9-neighbor adjacent neighborhoods [24]. The conditional probability for the co-location rule is: spatial feature $X$ at location 1 $\rightarrow$ spatial feature type $Y$ in 9-neighborhood is 25%. Neighborhood is an important concept in the event centric model.

4.0 Proposed model: Hierarchical window centric model

It is an extension of window centric model for modeling co-location patterns where spatial data is first focused on certain set of spatial features and it is divided into four parts (windows), and at each part window centric model can be applied. We carried out experimental results with the above concept and we found the better co-location patterns than window centric model. Hierarchal window centric model is mainly aimed at identifying the frequent patterns from the mushroom dataset using different association rule mining algorithms. Details are as follows:

In this example, window centric model is converted into transaction table, we are taking 5 item sets and 5 transactions at each time and apply apriori algorithm each time.

There are nine $3\times3$ windows in each windows ($W_1,W_2,W_3,W_4$) clockwise corresponding to 36 transactions in Fig 4.1. In $W_1$, all 9 of them contain X and all 9 of them contain both X and Y. An example of an association rule of this model is: in $W_1$ an instance of type X in a window $\rightarrow$ an instance of type Y in this window with $9/9 = 100\%$ probability. In $W_2$, all of them contain X and 7 of them contain both X and Y. An example of an association rule of this model is: in $W_2$ instances of type X in a window $\rightarrow$ an instance of type Y in this window with $7/9 = 77.7\%$ probability.
In $W_3$, 7 of them contain X and 4 of them contain both X and Y. 2 of them contain only Y. An example of an association rule of this model is: in $W_3$ instances of type X in a window $\rightarrow$ an instance of type Y in this window with $6/9 = 66.6\%$ probability.

$$
\begin{array}{cccc}
T1 & T2 & T3 & T4 \\
W_1 & & & & \\
X, Z & v & X, v & & \\
Z & x & x, v & w, y & \\
X & y & w & x, z, w & X \\
6 & & & & \\
\end{array}
$$

$$
\begin{array}{cccc}
T1 & T2 & T3 & T4 \\
W_2 & & & & \\
y & Y, w & Y, w & Y, w & \\
\end{array}
$$

In $W_4$, all of them contain X and all of them contain both X and Y. An example of an association rule of this model is: in $W_4$ instances of type X in a window $\rightarrow$ an instance of type Y in this window with $9/9 = 100\%$ probability.

5. Conclusion and Future Work

The proposed model “Hierarchical Window Centric Model” gives better co-location patterns than other existing models such as Reference Feature centric model, window centric model and event centric model. In future, the same concept can be extended by applying event centric model in each window.
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