Abstract - A spatial preference query ranks objects based on the qualities of features in their spatial neighborhood. For example, using a real estate agency database of flats for lease, a customer may want to rank the flats with respect to the appropriateness of their location, defined after aggregating the qualities of other features (e.g., restaurants, cafes, hospital, market, etc.) within their spatial neighborhood. Such a neighbourhood concept can be specified by the user via different functions. It can be an explicit circular region within a given distance from the flat. Another intuitive definition is to assign higher weights to the features based on their proximity to the flat. In this paper, we formally define spatial preference queries and propose appropriate indexing techniques and search algorithms for them. Extensive evaluation of our methods on both real and synthetic data reveals that an optimized branch-and-bound solution is efficient and robust with respect to different parameters.
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1. INTRODUCTION

Spatial Database:
Spatial database systems manage large collections of geographic entities, which apart from spatial attributes contain non-spatial information (e.g., name, size, type, price etc.). We study an interesting type of preference queries, which select the best spatial location with respect to the quality of facilities in its spatial neighborhood. A database system that is optimized to store and query spatial objects:
- Point: a hotel, a car
- Line: a road segment
- Polygon: landmarks, layout of VLSI

Data is comprised of objects in multi-dimensional space. Storing spatial data in a standard database would require excessive amounts of space. Queries to retrieve and analyze spatial data from a standard database would be long and cumbersome leaving a lot of room for error. Provide much more efficient storage, retrieval, and analysis of spatial data

Why Spatial Databases?
- Provide structures for storage and analysis of spatial data
- Data is comprised of objects in multi-dimensional space
- Storing spatial data in a standard database would require excessive amounts of space
- Queries to retrieve and analyze spatial data from a standard database would be long and cumbersome leaving a lot of room for error
- Provide much more efficient storage, retrieval, and analysis of spatial data

2. LITERATURE SURVEY

2.1 Evaluating Top-k Queries over Web-Accessible Databases
2.2 Optimal Aggregation Algorithms for Middleware.
2.3 Supporting Top-k join Queries in Relational Databases.
2.4 On Computing Top-t Most Influential Spatial sites.
2.5 Progressive Computation of The Min-Dist Optimal-Location Query
2.6 Efficient Evaluation of All-Nearest-Neighbour Queries

Experiment Results:
we present the results of our experimental evaluation. We compare our ANN methods with previous ANN algorithms. Of all the previously proposed ANN methods, the recent batch NN (BNN) and GORDER methods are considered to be the most efficient. Consequently, in our empirical evaluations, we only compare our methods with these two algorithms. We note that BNN and GORDER haven't actually been compared to each other in previous work. A part of the contribution that we make via our experimental evaluation is to also evaluate the relative performance of these two methods.

Spatial ranking, which orders the objects according to their

3. EXISTING SYSTEM

In the existing system there are two basic ways for ranking objects:
- Non-spatial ranking, which orders the objects by an aggregate function on their non-spatial values, distance from a reference point.
4. PROPOSED SYSTEM

Traditionally, there are two basic ways for ranking objects: spatial ranking, which orders the objects according to their distance from a reference point, and non-spatial ranking, which orders the objects by an aggregate function on their non-spatial values. In the proposed system the top-k spatial preference query integrates these two types of ranking in an intuitive way.

Process Involved

The maximum quality for each feature in the neighborhood region of p, and the aggregation of those qualities. A simple score instance, called the range score, binds the Neighborhood region to a circular region at p with radius (shown as a circle), and the aggregate function to SUM. For instance, the maximum quality of gray and black points. Within the circle of p1 are 0.9 and 0.6, respectively, so the score of p1 is 0.9+0.6=1.5. Similarly, we obtain score of p2=1.0+0.1=1.1 and score of p3=0.7+0.7=1.4 hence hotel p1 is returned as the top result.

The neighborhood region in the above spatial preference query can also be defined by other score functions. A meaningful score function is the influence score. As opposed to the crisp radius $\varepsilon$ constraint in the range score, the influence score smoothens the effect of $\varepsilon$ and assigns higher weights to cafes that are closer to the hotel. Above figure b shows a hotel p5 and three cafes s1; s2; s3 (with their quality values). The circles have their radii as multiples of $\varepsilon$. Now, the score of a cafe si is computed by multiplying its quality with the weight $2^{-j}$ where j is the order of the smallest circle containing si. For example, the scores of s1, s2, and s3 are 0.3/21=0.15, 0.9/22=0.225 and 1.0/23=0.125 respectively. The influence score of p5 is taken as the highest value (0.225).

Fig. Examples of top-k spatial preference queries. (a) Range score, $\varepsilon=0.2$ (b) Influence score, $\varepsilon=0.2$ km.

In fact, the semantics of the aggregate function is relevant to the user’s query. The SUM function attempts to balance the overall qualities of all features. For the MIN function, the top result becomes p3, with the score $\min\{0.7,0.7\}=0.7$. It ensures that the top result has reasonably high qualities in all features. For the MAX function, the top result is p2, with score of p2 is $\max\{1.0,0.1\}=1.0$. It is used to optimize the quality in a particular feature, but not necessarily all of them.

5. ALGORITHMS

5.1 Spatial queries on R-trees:

The most popular spatial access method is the R-tree, which indexes minimum bounding rectangles (MBRs) of objects. An R-tree is a hierarchical data structure that organizes spatial objects in a tree-like manner, making it efficient for range queries. A spatial query on an R-tree involves traversing the tree structure to find the objects that satisfy the query conditions. Each node in the R-tree represents a subset of the spatial data, and the children nodes represent subsets of the data in their parent node.

Fig 2: spatial queries on R-trees
Algorithm 1: Simple Probing Algorithm (SP)

Algorithm SP (Node N)
1: for each entry e ∈ N do
2: if N is non-leaf then
3: read the child node N1 pointed by e;
4: SP(N1);
5: else
6: for c = 1 to m do
7: if T + (e) > T then upper bound score
8: compute T c(e) using tree Fc; update T + (e);
9: if T (e) > T then
10: update Wk (and T) by e;

Simple Probing Algorithm Procedure:
The above algorithm is pseudocode of the simple probing (SP) algorithm, which retrieves the query results by computing the score of every object point.

Step 1: The algorithm uses two global variables: Wk is a min-heap for managing the top-k results and T represents the top-k score so far (i.e., lowest score in Wk).

Step 2: Initially, the algorithm is invoked at the root node of the object tree (i.e., N = D.root).

Step 3: The procedure is recursively applied (at Line 4) on tree nodes until a leaf node is accessed.

Step 4: When a leaf node is reached, the component score T(e) (at Line 8) is computed by executing a range search on the feature tree Fc for range score queries.

Step 5: Lines 6-8 describe an incremental computation technique, for reducing unnecessary component score computations.

Step 6: In particular, the point e is ignored as soon as its upper bound score T+(e) cannot be greater than the best-k score(T). The variables Wk and T are updated when the actual score T(e) is greater than T.

Algorithm 2: Branch and Bound Algorithm (BB)

Wk: = new min-heap of size k (initially empty); T := 0; k-th score in Wk.

Algorithm BB(Node N)
1: V := {e / e ∈ N};
2: if N is non-leaf then
3: for c = 1 to m do
4: compute T c (e) for all e ∈ V concurrently;
5: remove entries e in V such that T + (e) <= T ;
6: sort entries e ∈ V in descending order of T (e);
7: for each entry e ∈ V such that T (e) > T do
8: read the child node N0 pointed by e;
9: BB(N0);
10: else
11: for c = 1 to m do
12: compute T c (e) for all e ∈ V concurrently;
13: remove entries e in V such that T +(e) <= T ;
14: update Wk (and T ) by entries in V ;

Branch-and-Bound Algorithm : (BB)

Step 1: BB is called with N being the root node of D. If N is a nonleaf node, (Lines 3-5) compute the scores T (e) for nonleaf entries concurrently.

Step 2: Recall that T (e) is an upper bound score for any point in the sub tree of e.

Step 3: Based on T (e) we can compute upper bound score( T +(e)) of T (e).

Step 4: In order to obtain points with high scores early, we sort the entries in descending order of T (e) before invoking the above procedure recursively on the child nodes pointed by the entries in V.

Step 5: If N is a leaf node, we compute the scores for all points of N concurrently and then update the set Wk of the top-k results.

Since both Wk and T are global variables, their values are updated during recursive call of BB.

Algorithm 3: Optimized Branch and Bound Algorithm (BB)

algorithm Optimized_Group_Range(Trees F1; F2; . . . ; Fm, Set V , Value _, Value _)
1: for c = 1 to m do
2: He := new max-heap (with quality score as key);
3: insert Fc:root into Hc;
4: _c :¼ 1;
5: for each entry p 2 V do
6: _cðpÞ :¼ 0;
7: ID of the current feature tree
8: while jV j > 0 and there exists a nonempty heap Hc do
9: deheap an entry e from Hc;
10: __ :¼ !ðeÞ;
11: if 8p 2 V ; mindistðp; eÞ > _ then
12: continue at Line 8;
13: for each p 2 V do . prune unqualified points
14: if dp_m
15: remove p from V ;
16: read the child node CN pointed to by e;
17: for each entry e0 of CN do
18: if CN is a nonleaf node then
19: if 9p 2 V ; mindistðp; e0Þ _ _ then
20: insert e0 into Hc;
21: else . update component scores
22: for each p 2 V such that distðp; e0Þ _ _ do
23: __ðpÞ :¼ maxf__ðpÞ; !ðe0Þg;
24: _ :¼ next (round-robin) value where Hc is not empty;
25: for each entry p 2 V do
26: _ðpÞ :¼ Pm

At Line 7, the variable _ keeps track of the ID of the current feature tree being processed. The loop at Line 8 is used to compute the scores for the points in the set V; then deheap an entry e from the current heap Hc. The property of the max-heaps guarantees that the quality value of any future entry deheaped from Hc is at most !ðeÞ. Thus, the bound __ is updated to 10eP. At Lines 11-12, we prune the entry e if its distance from each object point p 2 V is larger than _. In case e is not pruned, we compute the tight upper bound score _?ðpÞ for each p 2 V (by (4)); the object p is removed from V if _?ðpÞ _ _. At Line 24, we apply the round-robin strategy to find the next _ value such that the heap Hc is not empty. The loop at Line 8 repeats while V is not empty and there exists a nonempty heap Hc. At the end, the algorithm derives the exact scores for the remaining points of V.

Algorithm 4:
Feature Join Algorithm

Wk :¼ new min-heap of size k (initially empty);
_ :¼ 0; . kth score in Wk
algorithm FJ(Tree D,Trees F1;F2; . . . ;Fm)
1: H :¼ new max-heap (combination score as the key);
2: insert hF1:root;F2:root; . . . ;Fm:rooti into H;
3: while H is not empty do
4: deheap hf1; f2; . . . ; fmi from H;
5: if 8 c 2 ½1;m_; fc points to a leaf node
6: for c :¼ 1 to m do
7: read the child node Lc pointed by fc;
8: Find_Result(D:root, L1; . . . ; Lm);
9: else
10: fc :¼ highest level entry among f1; f2; . . . ; fm;
11: read the child node Nec pointed by fc;
12: for each entry ec 2 Ne do
13: insert hf1; f2; . . . ; ec; . . . ; fm into H if its score is greater than _ and it qualifies the query;
algorithm Find_Result(Node N, Nodes L1; . . . ; Lm)
1: for each entry e 2 N do
2: if N is nonleaf then
3: compute T ðeÞ by entries in L1; . . . ; Lm;
4: if T deP > _ then
5: read the child node N0 pointed by e;
6: Find_Result(N0, L1; . . . ; Lm);
7: else
8: compute _o∈P by entries in L1; . . . ; Lm;
9: update Wk (and _) by e (when necessary);

In case not all entries of the deheap combination point to leaf nodes (Line 9 of FJ), we select the one at the highest level, access its child node Nc and then form new combinations with the entries in Nc. A new combination is inserted into H for further processing if its score is higher than _ and it qualifies the query. The loop (at Line 3) continues until H becomes empty.

6. IMPLEMENTATION & RESULTS

Ranking Approach to Spatial data:
Given a set D of interesting objects (e.g., candidate locations), a top-k spatial preference query retrieves the k objects in D with the highest scores. The score of an object is defined by the quality of features (e.g., facilities or services) in its spatial neighborhood. As a motivating example, consider a real estate agency office that holds a database with available flats for lease. Here “feature” refers to a class of objects in a spatial map such as specific facilities or services. A customer may want to rank the contents of this database with respect to the quality of their locations, quantified by aggregating nonspatial characteristics of other features (e.g., restaurants, cafes, hospital, market, etc.) in the spatial neighborhood of the flat (defined by a spatial range around it). Quality may be subjective and query-parametric. For example, a user may define quality with respect to Nonspatial attributes of restaurants around it (e.g., whether they serve seafood, price range, etc.).

We studied top-k spatial preference queries, which provide a novel type of ranking for spatial objects based on qualities of features in their neighborhood. The neighborhood of an object p is captured by the scoring function: (i) the range score restricts the neighborhood to a crisp region centered at p, whereas (ii) the influence score relaxes the neighborhood to the whole space and assigns higher weights to locations closer to p.

7. METHOD OF IMPLEMENTATION

Fig 3: Influential sites and optimal location queries.(a) Top-k influential (b) Max-influence (c) Min-distance

Fig. shows a set of sites (white points), a set of features (black points with weights), such that each line links a feature point to its nearest site. The influence of a site pi is defined by the sum of weights of feature points having pi as their closest site. For instance, the score of p1 is 0.9 + 0.5 =1.4. Similarly, the scores of p2 and p3 are 1.5 and 1.2, respectively. Hence, p2 is returned as the top-1 influential site.

The goal is to find the location in space (not chosen from a specific set of sites) that Minimizes an objective function. In Figs. 3b and 3c, feature points and existing sites are shown as black and gray points, respectively. Assume that all feature points have the Same quality. The maximum influence optimal location query finds the location (to insert to the existing set of sites) with the maximum influence, whereas the minimum distance optimal location query searches for the location that minimizes the average distance from each feature point to its nearest site. The optimal locations for both queries are marked as white points in Figs. b and c, respectively.

8. CONCLUSION & FUTURE ENHANCEMENT

We studied top-k spatial preference queries, which provide a novel type of ranking for spatial objects based on qualities of features in their neighborhood. The neighborhood of an object p is captured by the scoring function: (i) the range score restricts the neighborhood to a crisp region centered at p, whereas (ii) the influence score relaxes the neighborhood to the whole space and assigns higher weights to locations closer to p. We presented five algorithms for processing top-k spatial preference queries. The baseline algorithm SP computes the scores of every object by querying on feature datasets. The algorithm GP is a variant of SP that reduces I/O cost by computing scores of objects in the same leaf node concurrently. The algorithm BB derives upper bound scores for non-leaf entries in the object tree, and prunes
those that cannot lead to better results. The algorithm BB* is a variant of BB that utilizes an optimized method for computing the scores of objects (and upper bound scores of non-leaf entries). The algorithm FJ performs a multi-way join on feature trees to obtain qualified combinations of feature points and then search for their relevant objects in the object tree. Based on our experimental findings, BB* is scalable to large datasets and it is the most robust algorithm with respect to various parameters. However, FJ is the best algorithm in cases where the number m of feature datasets is low and each feature dataset is small.

In the future, we will study the top-k spatial preference query on road network, in which the distance between two points is defined by their shortest path distance rather than their Euclidean distance. The challenge is to develop alternative methods for computing the upper bound scores for a group of points on a road network.
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