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Abstract—Transmission Control Protocol (TCP), an important transport layer communication protocol, is typically tuned to perform well in traditional wired networks, where Bit Error Rate (BER) is low and congestion is the primary cause of packet loss. The emergence of various mobile access networks has prompted researchers to look for suitable modifications to TCP so as to make it survive in the wireless era as well. This article provides both, the problems that arise when TCP is used over wireless links and an in-depth survey of various TCP enhancements which are specifically targeted for these problems. The problem is first characterized by the behaviour of wireless links and the aspects of TCP operation that affect performance. Here the objective is to review the performance issues of TCP variations, when employed in the wireless networks. Finally, this document explores a categorized analysis of different existing solutions comparatively, as we all know that it is difficult to create a “one size fits all” TCP for wireless networks.
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I. INTRODUCTION

TCP [RFC793] is the most widely accepted reliable, connection-oriented, full-duplex, byte stream transport level protocol that is in use today. It is basically developed for the data communication over reliable network environments. There are millions of network applications that have already been built on top of TCP and will continue to be in the foreseeable future. With the invention of handheld devices and laptops, new environments such as mobile telephony and Wireless LANs are now becoming ubiquitous. As a result of these [1,2,4], there is a significant increase in the number of combined wired and wireless networks. We could expect significant usage of the commonly used TCP/IP protocol stack in these systems, considering massive amount of popular network applications deployed on the top of TCP. One considerable problem that has emerged and received attention in research is the performance of the TCP over a mobile, wireless link. Optimizing TCP performance over these networks would have a broad and major impact on the user perceived data application performance. However, it is important to improve its performance without any modification to the application interface provided by TCP on fixed hosts (FHs), as this is the only way by which mobile devices communicating on wireless links can seamlessly integrate with the rest of the wired Internet.

The main reason for this decrease in performance is the packet losses in wireless networks; caused frequently by several factors other than congestion such as noisy channels or fading radio signals, interference, host mobility and disconnection due to limited coverage ([1]-[3]). The current TCP mechanisms cannot distinguish between congestion and non-congestion packet losses, and therefore make unnecessary reduction in the transmission rate and cause severe performance degradation ([1],[3]-[5]).

The rest of the article is structured as follows; Section II briefly describes general TCP behaviour & recovery mechanism, where as in Section III, the problem with TCP over wireless network is characterized. Section IV deals with the schemes made to resolve the problem. At the end we conclude the article by providing comparison between all TCP enhancement schemes, proposed by the researchers and scope for further enhancement.

II. TCP BEHAVIOUR AND LOSS RECOVERY

One of the reasons for the widespread usage of TCP over the Internet (as well as intranets and extranets) is its inbuilt flow and congestion control algorithms and its end-to-end reliability. TCP assumes that packet losses are caused by congestion in a network and applies congestion control techniques in order to give the network a chance to recover. We briefly introduce them below for the sake of continuity.

A. TCP Congestion Control

The implementation of the congestion control scheme is intertwined with TCP’s window based flow control scheme through the use of two sender-side state variables congestion window (cwnd) and the slow start threshold (ssthresh) both of which are measured in bytes. A TCP sender is never allowed to have more bytes outstanding than the minimum of the advertised window (by the receiver) and the congestion window. So, a TCP sender’s load on the network is limited by flow control imposed by the receiver and implicitly by the congestion in the network [6]. TCP uses the sliding window
mechanism, as illustrated in fig.1 below; to accomplish reliable, in-order delivery and flow/congestion control.

The basis of TCP congestion control lies in the following algorithms: slow start, congestion avoidance, fast-retransmit and fast recovery. TCP-Tahoe implements the slow-start, congestion avoidance and fast-retransmit algorithms. TCP-Reno implementation modified the TCP sender logic to include the fast recovery algorithm [7].

### B. TCP’s Response to Packet Loss

A TCP packet, after transmission is determined to have been lost either if no acknowledgement (ACK) is received within the Retransmission Timeout (RTO) period or if multiple duplicate ACKs (DupACK) arrive for the packet prior to the one that was lost. TCP continually measures how long the acknowledgments take to return. It maintains a running average of this delay (Round Trip Time - RTT) and an estimate of the expected deviation in delay from the average (Delay Variation). These RTT measurements are collected and the RTO is set to the sum of the smoothed RTT (or approximate average) and four times its mean deviation. When a lost packet is determined by expiration of the RTO, TCP initiates an exponential back-off of the RTO and enters the slow start and congestion avoidance mode. The exponential back-off of the RTO involves doubling its value with successive failure of packet retransmissions. Then actions are taken so as to evade network congestion with the help of reduced transmission rate. It is important to note here that multiple lost packets will cause the slow start threshold to be repeatedly reduced, and thus the congestion avoidance mode will dominate and the packet transmission rate will grow very slowly. This can lead to degradations in throughput.

RTO estimation by TCP is also crucial for effective control of TCP’s transmission rate, which in turn assures effective utilization of resources. If the RTO is excessive, retransmission will be unnecessarily delayed, resulting in slow recovery of network operation. If the RTO is too short, unnecessary retransmissions will occur and effective throughput will be decreased.

On the other hand, if a packet is determined to be lost by the reception of DupACKs, TCP begins fast retransmit and fast recovery. In this case, TCP is responding to what it believes is not congestion, so it does not wait for the RTO to expire before retransmitting the packet. The fast recovery algorithm then involves skipping over the slow start phase to avoid excessively decreasing the transmission rate. Instead, the congestion window is halved and congestion avoidance mode begins. Fast retransmit and fast recovery were introduced as an enhancement to the traditional congestion control, and they are helpful in retaining good performance after losses occur on a wireless link.

### III. WIRELESS CHARACTERISTICS & RELATED TCP ISSUES

A wireless network is considered as a lossy network [3, 7] due to a) probable interference from other wireless stations present in the neighbourhood, which are operating in the same frequency band b) channel fading due to mobility of users and c) frequent disconnection of wireless links due to power crises and/or excessive mobility. In general, when compared to a wired link, a wireless link is more unreliable, with rapidly changing characteristics, and intermittent connectivity. This nature of the wireless channel means that some degradation to performance is inescapable. However, TCP’s response to the wireless channel causes unnecessary additional degradation ([8]-[12]). As TCP’s behaviour is dominated by congestion control, non-congestion packet losses are incorrectly interpreted by TCP as network congestion [7] and the subsequent actions taken to recover from the losses using standard congestion control mechanism results in suboptimal performance (refer to fig.2). (Although back off some times helps the network to recover). Since TCP’s approach to error detection is based on mechanisms that only confirm that a packet is missing; the nature of the error is not detected and hence does not determine alternative recovery strategies.

![Fig. 1 TCP Window Management](image)
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to retransmit the packet repeatedly [13][14], delaying the delivery of data packets. Sometime this delay may exceed the round trip time of the TCP endpoints. The acknowledgement delayed beyond the currently estimated value of RTT results into false packet loss detection. This will cause futile TCP retransmissions, responsible for pulling down TCP’s efficiency.

All above factors cumulatively prevent TCP to operate over the network to its full capacity. It is observed that over 60% of network bandwidth remains unutilized [15] because of such reasons, while operating TCP over wireless networks. This degrades quality of service of the applications built on the top of TCP. This has lead to a lot of research to mitigate the performance problem of TCP related to the wireless environment.

To illustrate the effect of above issues on TCP performance, we ran simulations in NS-2 [16]. We used the network topology shown in Fig. 3, in which all the wired links have a bandwidth of 10 Mbps and propagation delay of 20 ms, whereas wireless links have a bandwidth of 2 Mbps and a propagation delay of 5 ms.

IV. PROPOSED SOLUTIONS

In order to enhance its performance, TCP has been modified several times to improve its performance and, as a result, several important TCP versions have emerged, such as TCP Tahoe [7], TCP Reno [7], TCP Vegas [17], TCP New Reno [18], and TCP SACK [19]. However all these mechanisms and various versions do not work in the same manner when called to work in dissimilar wireless environments, such as satellite networks, last-hop wireless networks and mobile ad hoc networks. Significant efforts have been made in researching and developing techniques that would enhance TCP performance in the wireless portion of heterogeneous networks.

The available solutions for improving TCP performance over wireless environments are broadly categorized into four categories: a) Split Connection Schemes b) Explicit Notification Schemes c) End to End Estimation Schemes and d) Local recovery Schemes. In many cases, a cross-layer approach is taken where one layer must be aware of characteristics of another layer.

A. Split Connection Schemes

In this approach (solutions such as I-TCP [20], M-TCP [21], METP [22], etc.), an attempt is made to separate congestion control and flow control functionalities on wired links from that of wireless links.

Indirect TCP (I-TCP) splits an end-to-end connection between Mobile Host(MH) and a host on the fixed network (FH) into two separate connections one between the MH and its mobile support router (MSR) at the Base Station (BS) over the wireless medium and another between the MSR and the FH over the fixed network. This approach takes care of the fact that MHs have limited resources (e.g., memory, power supply, disk space, etc.) and moves much of the networking task to the BS from the MH. Thus, it allows the MH to run a simple transport protocol to communicate with the BS, which, in turn, uses an entire TCP/IP stack to communicate with the FH. All the packets intended for the MH are now received, buffered, and acknowledged by the BS. When the MH moves to another cell, the state of the connection along with buffered packets are transferred to the new BS (Indirection). This ensures that the MH can communicate while moving between cells. This splitting along with indirection resulted into the additional benefits:

- A separate transport protocol for the wireless link can support notification of events such as disconnections, moves, available bandwidth, etc to the higher layers that can be used by link aware and location aware mobile applications.
- The FH is completely unaware of the indirection and is not affected by the handoff.

Connection splitting certainly violates the end-to-end semantic of TCP Acknowledgment, which has a serious

Fig. 3 Wireless Network Scenario for Simulation
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Fig. 4 shows the throughput performance of TCP Newreno version versus the packet error rate in wireless links. It can be noted that as the BER is decreased by 10 percent, throughput almost doubles. Higher BER, along with mobility and limited spectrum, results in a smaller window which in turn results in very low throughput. We have noticed that at BER = .02, TCP was able to send about 29,000 packets on an average, whereas at BER = .5 it was able to send only 519 packets on an average in 400 s.

Fig. 4 TCP throughput with PER variations
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implication from an application’s point of view. It may so happen that, after acknowledging a bulk of TCP packets and before transmitting to the MH, the BS crashes and loses all the packets. In this case, even if the BS recovers quickly, there is no way for the BS to transmit these packets to the MH [40]. These packets are permanently lost. Another problem with split connection involves handoff latency when a MH moves between cells. The old BS then needs to transfer all the states of the connection to the new BS. This state information can be fairly large and may cause significant delay [23]. Last but not the least is the question of scalability. The BS may be overwhelmed if it has to serve a large number of MHs. Thus, there is a need to develop smart buffering techniques at the BS [23]. On the other side, M-TCP is designed to work well in the presence of frequent disconnections and low bit-rate wireless links, while maintaining end-to-end semantics. However, it suffers from other drawbacks mentioned above.

B. Explicit Notification Schemes

In these schemes (solutions such as ECN [24], ELN [25], EBSN [26], ELN-ACK [27], etc.), the sender explicitly notified by the next router about the cause of packet loss, primarily to discriminate between congestion and wireless losses. By using this information, TCP is made aware of the fact that some of the losses occurred are not due to congestion and thus prevents TCP from invoking the congestion control algorithm each time it detects a loss. The intuition behind this approach is that the router knows better when congestion occurs and when it disappears, or the state of the link it is controlling.

Explicit Congestion Notification (ECN) is an extension proposed to Random Early Detection (RED). RED is an active queue management mechanism in routers, which detects congestion before the queue overflows and provides an indication of this congestion to the end nodes. A RED router signals incipient congestion to TCP by dropping packets probabilistically before the queue runs out of buffer space. Upon receipt of congestion notification, the TCP receiver informs the sender (in the subsequent acknowledgement) about incipient congestion, which in turn will trigger the congestion avoidance algorithm at the sender. On downside of this scheme, ECN requires support from both the router as well as the end hosts, i.e., the end host TCP stack needs to be modified.

On the other side, Explicit Bad State Notification (EBSN) proposes a mechanism to update the TCP timer at the source to prevent source form decreasing its congestion window, provided there is on congestion. EBSN would cause the previous timeouts to be cancelled and new timeouts put in place, based on existing estimate of round trip time and variance. Thus, the new timeout value is identical to the previous one. The EBSN approach does not interfere with actual round trip time or variance estimates, and at the same time prevents unnecessary and harmful timeouts from occurring. This prevents timeouts for packets that had already been put on the network before the wireless link encountered the bad state. Explicit Loss Notification (ELN) adds an ELN option to TCP acks. When a packet is dropped on the wireless networks, future cumulative acknowledgements corresponding to the lost packet are marked to identify that a non-congestion related loss has occurred. Upon receiving this information along with duplicate acknowledgements, the sender may perform retransmissions without invoking congestion-control procedures. Mobility Awareness Incorporated as TCP Enhancement (MAITE) is a scheme that uses Link layer messages to inform TCP of high BER and disconnection conditions.

However, these schemes may fail when the path between the FH and the MH is changed frequently. These schemes are also not useful whenever IPSec is enabled at the BS [28], preventing BS to modify TCP header.

C. End to End Connection Schemes

The Most of the schemes proposed for optimizing Transport Layer (TCP) over heterogeneous networks needs intermediaries such as mobility support station for flow control, due to which the end to end semantics of TCP are not maintained and problems like degradation in throughput are experienced. In some cases, even the word “reliable” attached with TCP is itself challenged [1]. The idea behind this scheme (solutions such as Freeze TCP [29], TCP-Probing [30], TCPW [31], JTCP [32], TCPW-A [33], TCP Veno [34], etc.) is that, instead of depending on intermediate nodes, the actual protocol is modified.

The end-to-end approaches do not require much modification to the existing protocols. These schemes do not depend on any special support from intermediate routers. The approach preferred by majority of the researchers, is to decouple congestion control from loss recovery of non-congestion losses. In order to differentiate between packet losses, many researchers have proposed solutions based on either End to End Loss Differentiation Scheme (LDA) [35] or Cross Layer Loss Differentiation Schemes [36]. These schemes are developed to solve one of the following problems:

- Dealing with frequent and long disconnection (Freeze-TCP)
- Saving battery energy (TCP-Probing)
- Discriminating between congestion and wireless losses (TCPW, TCP-Veno, JTCP, and TCPW-A).

Freeze-TCP eliminates the effect of disconnection by allowing the sender to freeze the retransmission timers when the receiver advertises a zero window, thereby preventing sender timeout and invocation of congestion control procedures. The problem with Freeze-TCP is that the network stack needs to be aware of the host’s mobility. The receiver must predict the impending disconnection within one RTT; otherwise, the performance will be same as standard TCP. TCP-Probing is well suited for battery powered MHs. It saves battery energy by reducing the amount of data transferred. It measures the congestion risk level and transmits only when the network is in good condition. It cannot prevent
the sender from entering Slow Start if the packets are lost due to high BER or disconnection and handoff.

Rest of the protocols tries to calculate the available share of the bandwidth and use this estimate to compute congestion window and slow start threshold. These protocols attempt to select a slow start threshold and congestion window which are consistency with the effective bandwidth used at the time congestion is experienced. These protocols (except JTCP) invoke the congestion control procedure several times if multiple losses occur in a window in the same RTT. If multiple losses occur in a window in the same RTT, JTCP treats it as one congestion event and reduces congestion window only once. Although these protocols continuously measure the bandwidth availability, they (except TCPW-A) do not allow the sender to speed up if extra bandwidth is available. One of the beauties of TCPW-A is that it employs an adaptive, end-to-end bandwidth estimation algorithm and allows the sender to speed up if extra bandwidth is available. The protocols fail when they estimate incorrect bandwidth, as they use RTT to estimate available share of bandwidth and RTT in wireless links is unpredictable.

However, in attempt to recover quickly from the losses these schemes may trigger busy TCP transmissions; leading to the issues related to fairness and friendliness, with the competing traffic on the network.

D. Local Recovery Schemes

In this approach (solutions such as Snoop [37], DDA [38], SACK-Aware Snoop [39], SNAACK-New Snoop (SNAACK-NS) [40], etc.), reliable link-level protocols are implemented on the wireless link which perform local retransmissions to improve the reliability of communication independent of the higher-level protocols. The traditional Internet approach is to delegate issues such as congestion and error control to higher (end to end) layers, so as to avoid imposing the corresponding recovery overhead on all applications. While this is adequate for reliable wired links, in error prone wireless links local (link layer) error recovery can be faster and more adaptable to the link characteristics.

To minimize the effect of BER, techniques, such as forward error correction (FEC) for error control and automatic repeat request (ARQ) or a hybrid of the two; have been suggested. Error correction techniques deal with providing enough redundant information with each packet to enable the receiver not only to detect the error but also to correct it without requiring retransmission. On the other hand, ARQ techniques enable the receiver only to detect the error. It cannot correct the error and so request the transmitter to retransmit the packet locally; thereby limiting the response of TCP mostly to congestion losses. An example is the AIRMAIL protocol. It utilizes intermediate routers at BSs to minimize the effect of high BER of a wireless link by hiding the link from FH. The BS stores all the unacknowledged packets and retransmits when a packet drop is detected. This approach maintains a virtual end-to-end TCP semantic by allowing the MH to generate an ACK for the received packets, which is justified for performance reason. Since propagation delay of the wireless last hop is considerably shorter than end-to-end delay, this approach has immediate knowledge about the packet drops and can thus respond more quickly than higher layers.

Link-layer protocols traditionally work independently of the transport layer, and this can directly cause problems for TCP. Some ARQ schemes retransmit packets out of order, which can cause duplicate TCP ACKs, unnecessary invocation of fast retransmissions, and thus degraded throughput. The timeout value for local (link level) retransmissions is of major concern. Interaction between the link level retransmission timeouts and the transport-level timeouts for TCP can lead to degraded performance if care is not taken while selecting the timeout values. To resolve this problem, it is suggested in [43] that the link layer protocols be given knowledge of TCP. This could allow the link layer to block duplicate ACKs from TCP and avoid retransmissions being initiated by both layers. A TCP aware link layer protocol investigated in [43] is shown to give 10-30% higher throughput than one that works without knowledge of TCP. Although this approach enhances TCP performance, there is a serious problem regarding its usability. As network security is taken more and more seriously, encryption is likely to be adapted widely, and an approach which depends on the BS is bound to fail when the traffic is encrypted [44]. For instance, IPSec is becoming an integral part of IPv6. In such cases, the whole IP payload is encrypted, so that the intermediate nodes may not even know that the traffic being carried in the payload is TCP.

V. CONCLUSIONS

It is extremely difficult to do a comprehensive comparison of the schemes because each aims to solve a different problem (e.g., high BER, handoff, frequent disconnection, battery constraint, etc.) of the wireless link. We believe that these two features a) end-to-end TCP semantic and b) encrypted TCP payload must not be violated in any TCP enhancement scheme. A careful scrutiny of the protocols indicates that, if we are to design an efficient TCP for last-hop wireless networks, the desirable properties of the protocol must include the detection of the frequent disconnection and handoff events. The protocol must require minimum changes to existing protocols, both for simplicity and compatibility reasons. An approach that calls for modification to the protocol endpoint on an MH is preferable to one that requires modification to the routers and endpoint on a stationary host.

In Table 1 below, we have summarized TCP Schemes in terms of their ability to handle various wireless network issues.

<table>
<thead>
<tr>
<th>Wireless Issues</th>
<th>Split Connection</th>
<th>End To End Connection</th>
<th>Local Recovery</th>
<th>Explicit Notification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobility</td>
<td>Supported at the cost of high network latency</td>
<td>Not Supported</td>
<td>Not Supported</td>
<td>Not Supported</td>
</tr>
</tbody>
</table>
Despite extensive research, it may be noted that there is no standardized solution available for the above stated problems. To our knowledge, certain issues as listed below have remained unresolved.

- In spite of having correct differentiation between losses, the existing schemes are unable to adjust TCP’s transmission rate to fill up network to its maximum capacity, before another loss event is experienced.
- These schemes are improving TCP’s performance in presence of wireless losses; however, they have failed in protecting TCP’s performance in presence of losses due to network congestion.
- The cross layer schemes frequently overwhelm the intermediate router due to its persistent transmissions, creating local congestion. Under this situation their conformity with fairness and friendliness is not always guaranteed.
- As described earlier, delay introduced by 802.11 link layer causes futile TCP retransmissions, which degrade TCP’s efficiency and effective bandwidth utilization.
- In a network suffering from frequent disconnection losses, TCP transmissions should be triggered as soon as the link is re-established. However the issue is not attempted so far.
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