Private Networks, (VPNs) require data networks to provide Quality-of-Service (QoS) guarantees, such as delay and jitter bounds to individual Network flows, providing such guarantees can be achieved by the link scheduling techniques along the path of these packets. Among many packet scheduling techniques proposed for this problem, Weighted Fair Queuing Techniques (WFQ) offers the best delay and fairness guarantees. Moreover, all previous work on WFQ has been focused on developing inefficient approximations of the scheduler because of perceived scalability problems in the WFQ computation. This work proves that the previously well accepted O (N) time-complexity for WFQ implementation, where N is the number of active flows handled by the scheduler, is not true. The other contribution of this paper is a Minimum Weighted Queuing (Minimum-WFQ) technique which is a linear O (1) algorithm for implementing WFQ techniques. In addition the paper represents several performance studies demonstrating the power of the proposed techniques in providing precise delay bound to a large number of sessions with diverse QoS requirements.
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1. Introduction

Applications with strict QoS [1] enhanced, such as bounded delay and jitter require the enforcement of some form of scheduling discipline along the path of packets guaranteed by these application. Scheduling methods vary there are two classes of scheduling in methodology and assumptions. In general, there are two classes of scheduling method; per-flow scheduling, aggregate scheduling. In Per-flow scheduling, a stream is assumed to have its own separate queue which contains only its packets. When the link becomes idle and there are packets in the queues, the scheduler arbitrates between the different stream queues choosing the packet that is to leave the link next (depending upon delay deadlines). In aggregate scheduling streams [2] are Aggregated and Per-flow scheduling is applied to these aggregate. Both Per-flow and aggregate scheduling methods deal with streams or flows. A flow can be viewed as a sequence of packets having a set of common characteristics. These characteristics vary depending on the way flows are classified and where in the network they are being classified. For example, a common way to classify flows is a combination of the source and destination Ip Address, the source and destination port number and possibly the application generating the packets. The reason behind such classification is that, traffic generated by a particular application from a given host and destined to another host usually has similar QoS requirements. Packet scheduling as a tool for providing per-flow or per traffic-class Quality-of-Service (QoS) guarantees in packet networks is well-understood and strongly supported by both fundamental theoretical arguments, as well as practical tests. The current Internet is based on a best-effort service model that does not provide any QoS assurances to different applications. This lack of service differentiation has serious impact on the type of applications[3,4] that require end-to-end QoS assurance over the Internet. For example, real-time communications and interactive applications over the Internet require resource reservation and scheduling at involved hosts and intermediate nodes. For such applications, the networks must provide guaranteed rates, bounded end-to-end delays, restricted packet loss, fairness, etc., to individual flows. With the proper dimensioning of network resources, the most important performance attributes of a packet-scheduling algorithm become its delay and fairness bounds for each flow. Delay bounds are important for a wide range of time-sensitive or real-time services. Fairness bounds are important for providing a sufficient degree of isolation to a flow of packets, so that the service guaranteed to that flow is not affected by the behavior or misbehavior of other packet flows, sharing the same link. To provide such guarantees, it is normally assumed that packet flows have been conditioned using an appropriate traffic shaper, such as a leaky-bucket conditioners, and that the policing is in effect at the network edges. Providing end-to-end delay bounds to individual flows in a packet network, such as the Internet, requires the use of schedulers that can guarantee packet service rates as well as fair allocation of excess bandwidth.
2. Generalized Processor Sharing (GPS)

Is an ideal scheduler [5-7] that provides every flow its guaranteed bit-rate and distributes excess bandwidth fairly among flows according to their relative bandwidth weights? As a result, GPS [5] can provide end-to-end delays and fairness guarantees to packet flows that are shaped by leaky bucket traffic conditioners. GPS works by assigning a distinct queue to each flow (or session), then servicing an infinitesimally small amount from each session according to a weighted cyclical schedule. Unfortunately, GPS is un-realizable in practice because it services a small part of a packet at a time. A real scheduler must complete the service of an entire packet from a session before it moves to the next session. Packet-by-packet GPS, commonly known as Weighted Fair Queuing (WFQ), is one of the GPS emulation algorithms that transmits packets according to their finish order under GPS. WFQ simulates a GPS fluid-model in parallel with the actual packet-based scheduler in order to calculate the virtual finish number (used as a timestamp) for packets arriving to the scheduler. To calculate the finish number, WFQ [6] maintains the state of the system by means of a Virtual Time function V(t) which is a piecewise linear function of real time and whose slope changes depending on the number of backlogged sessions and their service rates. To perform scheduling in real-time, WFQ must update the virtual time before any packet arrival, so that every arriving packet gets the proper virtual finish number (as if it will be departing under GPS). The virtual-time function is impacted by arrivals (to empty queues), as well as departures of packets (that result in empty session queues). The problem is that, an undetermined (and possibly large) number of session queues can become empty at the same time, because under GPS many packets can end up having the same virtual finish time. Therefore, updating the virtual time function in between two consecutive packet arrivals may incur a large number of computations. In particular, if a link is shared by up to iV active sessions, then updating the virtual time can incur a computation on O(N) sessions or queues. This problem is usually referred to as iterated deletion, and is the main reason.

3. Assumptions and Terminology

In the following theorem, we will find sufficient conditions under which WFQ [8-14] will produce equal timestamps. Although WFQ [15] can produce equal timestamps without them, we will make a few assumptions to help us find simple closed form expressions for the relationship between packet length and session share. In these two theorems, packets arrive in a back-to-back manner, with no inter-packet gaps, and belong to unique sessions. The first packet arrives at the start of the busy period. In the second theorem, we assume that the busy period has already started. In this case, we are interested in generating equal timestamps for packets arriving at or after that moment in time. We also assume in both theorems that the input link is at least as fast as the output link.

Let \( t_i \) be the arrival time of the \( i \)th packet to the GPS [8] system such that its session number is also \( i \), \( L_i \) is the length of the \( i \)th packet, \( C_{in} \) is the input rate, and \( C \) is the output link rate such that \( C_{in} > C \). Assume that \( t_1 = 0 \), \( L_1 = L \), and assume that packets arrive in back-to-back manner with no inter-packet gaps, i.e.
\[ t_n - t_{n-1} = \frac{L_n}{C_{in}} \]

Assume also, that at time \( t = 0 \), the virtual time \( V(0) = 0 \) and that the share of session \( i \) is \( \alpha_i \), where \( \alpha_1 = 1, \alpha_i > 0, i \geq 2 \).

**Note** that the above assumptions imply that only one packet arrives to each session and therefore all packet arrivals are to idle (empty) session queues.

3.1 Theorem 1

Assuming that \( m \) packets arrive to \( m \) idle session queues, one packet to each queue (indexed from 1 to \( m \)), such that the packet lengths satisfy the relation[20-24]:

\[
\frac{L_n}{L_{n-1}} = \beta \frac{\alpha_n}{\alpha_{n-1}} \frac{\sum_{i=1}^{n-1} \alpha_i}{\beta \sum_{i=1}^{n-1} \alpha_i + \alpha_n}, 2 \leq n \leq m \leq M \quad \text{----------------- (1)}
\]

Where \( \beta = \frac{C_{in}}{C} \), then all the \( m \) packets will have the same timestamp value as that of the first packet.

**Proof:** According to the assumptions, the guaranteed rate \( r_i \) of session \( i \) according to GPS is \( r_i = \alpha_i r \) where \( r = \frac{C}{\sum_{i=1}^{N} \alpha_i} \).

When packet 1 arrives at time \( t_1 = 0 \), it receives a timestamp equal to

\[
\text{TS}(t_1) = \text{TS}(0) = V(0) + \frac{L_n}{\alpha_i r} = 0 + \frac{L}{r} = \frac{L}{r}
\]

(Since \( \alpha_1 = 1 \) and \( L_1 = L \)). Using the fact that, between times \( t_{n-1} \) and \( t_n \) only sessions 1, 2..., \( n-1 \) are active, we conclude that the virtual time slope during the same period of time is

\[
\frac{C}{r \sum_{i=1}^{n-1} \alpha_i}
\]

Therefore, we have

\[
V(t_n) = V(t_{n-1}) + \frac{C}{r \sum_{i=1}^{n-1} \alpha_i} (t_n - t_{n-1}) \quad \text{----------------- (1.1)}
\]

From which we get

\[
V(t_n) = V(t_{n-1}) + \frac{C}{r \sum_{i=1}^{n-1} \alpha_i} \left( \frac{L_n}{C_{in}} \right)
\]

\[= V(t_{n-1}) + \frac{L_n}{r \beta \sum_{i=1}^{n-1} \alpha_i} \quad \text{----------------- (1.2)}
\]

Since each packet arrives to an idle session, the timestamp of the \( n^{th} \) packet is:

\[
\text{TS}(t_n) = V(t_n) + \frac{L_n}{\alpha_n r} \quad \text{----------------- (1.3)}
\]

Substituting (1.2) into (1.3) we get:

\[
\text{TS}(t_n) = V(t_{n-1}) + \frac{L_n}{r \beta \sum_{i=1}^{n-1} \alpha_i} + \frac{L_n}{\alpha_n r}
\]
\[ V(t_n) = \frac{L_n}{r} \left( \frac{1}{\beta \sum_{i=1}^{n-1} \alpha_i} + \frac{1}{\alpha_n} \right) \]

\[ TS(t_n) = V(t_n) + \frac{L_n}{r} \left( \frac{\alpha_n + \beta \sum_{i=1}^{n-1} \alpha_i}{\alpha_n \beta \sum_{i=1}^{n-1} \alpha_i} \right) \]

Substituting (1) into (1.4) we get:

\[ TS(t_n) = V(t_n) + \frac{L_n}{\alpha_{n-1} r} \left( \frac{\alpha_n + \beta \sum_{i=1}^{n-1} \alpha_i}{\alpha_n} \right) = TS(t_{n-1}) \]

By using induction we can show that all timestamps is equal to \( \frac{L}{r} \), which is the timestamp of the first packet, i.e. \( TS(t_n) = TS(t_{n-1}) = \ldots = TS(t_1) = \frac{L}{r} \)

packet scheduling algorithms [9-12] here studied, showing the increment to the fluid delay bound introduced by each one WFQT

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Delay bound on node</th>
</tr>
</thead>
<tbody>
<tr>
<td>WFQ</td>
<td>( (\sigma_i + L_i) / \rho_i + L_{\text{max}} / C )</td>
</tr>
<tr>
<td>SCFQ</td>
<td>( (\sigma_i + (V-1)L_i) / \rho_i + L_{\text{max}} / C )</td>
</tr>
<tr>
<td>STFQ</td>
<td>( \sigma_i + L_i / \rho_i + L_{\text{max}} / C )</td>
</tr>
<tr>
<td>VC</td>
<td>( \sigma_i + L_i / \rho_i + L_{\text{max}} / C )</td>
</tr>
<tr>
<td>W^2FQ</td>
<td>( \sigma_i + L_i / \rho_i + L_{\text{max}} / C )</td>
</tr>
<tr>
<td>W^2FQ+</td>
<td>( \sigma_i + L_i / \rho_i + L_{\text{max}} / C )</td>
</tr>
</tbody>
</table>

Table 1 - Known delay bounds at a node, assuming the incoming traffic shaped by a leaky bucket of parameters \((\sigma, \rho)\) and an assigned bandwidth not smaller than the token rate of the leaky bucket

4. Conclusion and Simulation Results

In the simulated scenario, 3 traffic flows (1, 2 and 3) were considered, as well as a server with a capacity of 3 Kbytes/sec which assigned 1 Kbyte/sec to each flow. The incoming traffic of flow 1, used as test flow, was shaped by a leaky bucket of parameters \((\sigma = 500 \text{ Kbytes}; \rho = 1 \text{ Kbyte/sec})\).
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